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Summary

Fluorescence enhancement in samples irradiated in a scan-
ning electron microscope or an electron microprobe should be
appropriately assessed in order not to distort quantitative anal-
yses. Several models have been proposed to take into account
this effect and current quantification routines are based on
them, many of which have been developed under the assump-
tion that bremsstrahlung fluorescence correction is negligible
when compared to characteristic enhancement; however, no
concluding arguments have been provided in order to sup-
port this assumption. As detectors are unable to discriminate
primary from secondary characteristic X-rays, Monte Carlo
simulation of radiation transport becomes a determinant tool
in the study of this fluorescence enhancement. In this work,
bremsstrahlung fluorescence enhancement in electron probe
microanalysis has been studied by using the interaction forc-
ing routine offered by PENELOPE 2008 as a variance reduction
alternative. The developed software allowed us to show that
bremsstrahlung and characteristic fluorescence corrections
are in fact comparable in the studied cases. As an extra result,
the interaction forcing approach appears as a most efficient
method, not only in the computation of the continuum en-
hancement but also for the assessment of the characteristic
fluorescence correction.

Introduction

When a finely collimated electron beam impinges on a flat
material, several interactions take place. Electron probe mi-
croanalysis (EPMA) is based on the comparison of the char-
acteristic intensities emitted by the sample and standards
of known composition. This comparison originates in the
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assumption that the emitted characteristic intensities propor-
tionally relate to the mass concentrations of the corresponding
elements, which allows to eliminate geometrical and physical
factors that are very difficult to determine (Reed, 1993; Scott
et al., 1995). Matrix effects are taken into account by means
of the so-called ‘ZAF corrections’ (Goldstein et al., 2003), orig-
inally separated into factors accounting for differences (be-
tween sample and standard) in the generation of x-rays and
scattering of the incident beam (Z, for atomic number cor-
rection), absorption effects (A), and secondary fluorescence
enhancement (F).

This last effect originates from ionizations induced by char-
acteristic x-rays or bremsstrahlung photons produced by the
primary electron interactions. It is impossible to experimen-
tally determine these intensities separately, since the detec-
tor cannot discriminate primary from secondary intensities.
For this reason, several models have been proposed to take
into account fluorescence enhancement with different levels
of approximation (Reed, 1990; Pouchou & Pichoir, 1991).
Nowadays, all the quantification routines are based on these
models, some of which have been developed under the assump-
tion that bremsstrahlung fluorescence correction is negligible
when compared to characteristic enhancement; however, no
concluding arguments have been provided in order to support
this assumption. Monte Carlo simulations constitute a very
important tool for estimating the fluorescence enhancement,
and a number of specific situations have already been faced
with this approach (Fisher, 1971; Llovet et al., 2003; Fournelle
et al., 2005; Tylko, 2015).

The simulation of radiation transport based on the Monte
Carlo method consists in generating a particle track as a se-
quence of free steps governed by the corresponding total and
differential cross-sections. Each of these stochastic steps ends
in an interaction which changes the particle dynamical state,
i.e. its direction of movement and its energy, eventually pro-
ducing secondary particles. If the number of generated tracks
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is large enough, quantitative information on the transport
process may be obtained by averaging over a statistically sig-
nificant number of trajectories. The PENELOPE routine package
(Salvat et al., 2009) has proved to adequately describe EPMA
experimental situations (Acosta et al., 1998; Llovet et al., 2003;
Salvat et al., 2006); and has been chosen for the simulations
carried out along this work.

Disregarding bremsstrahlung enhancement is, in general,
not a problem in EPMA when using standards close to the
unknowns, since the comparison between characteristic in-
tensities usually cancels out this enhancement in both sample
and standard. However, when similar standards are not avail-
able, or when standardless quantification is performed, the
adequate assessment of this enhancement may become rele-
vant. In addition, the continuum fluorescence enhancement
may also become relevant when analysing regions in the vicin-
ity of interfaces, as in the case of thin films (Pouchou & Pichoir,
1993) and particles or microphases (Llovet & Galan, 2003),
which is out of the scope of this work.

Unfortunately, both bremsstrahlung production and ion-
ization by photons are rather unlikely processes; for this rea-
son, it becomes necessary to make use of variance reduction
techniques, which allow to achieve high statistics within rea-
sonable CPU times. Several options for variance reduction are
available in the PENELOPE package, interaction forcing being
the most adequate when dealing with bremsstrahlung pro-
duction. This particular technique is based in the multipli-
cation of a very low cross-section for an event by a factor,
IFORCE, artificially improving its probability, hence producing
high statistics related to it. All the distributions of interest are
then properly normalized in order not to introduce any bias
(Bielajew & Rogers, 1988; Salvat et al., 2009).

In this work, the fluorescence enhancement by
bremsstrahlung in EPMA has been studied and compared with
characteristic enhancement, by using the interaction forcing
technique offered by PENELOPE. Since the primary intensity I p

directly generated by the electron beam is enhanced by the
secondary intensity Is corresponding to ionizations produced
by other photons present in the sample, the total intensity It

can be written as

It = Is + I p = F I p ,

where the fluorescence correction factor, F , can be assessed
as

F = 1 + Is

I p
. (1)

If the errors associated with I p and Is are, respectively, σp and
σs , the estimation of the uncertainty in F is given by

σF = (F − 1)

√(
σp

I p

)2

+
(

σs

Is

)2

. (2)

In order to analyse the dependence of the statistical uncer-
tainties of F with the IFORCE parameter, the secondary inten-

sities Is were studied for different compositions in Fe-Ni binary
alloys. Three typical incident energies (10, 15 and 20 keV)
were selected in order to perform the simulations. In addition,
to validate the method, the obtained results were compared to
those originally given using the splitting technique (Kahn &
Harris, 1951).

Materials and methods

The program PENSLAB from 2003 PENELOPE distribution was
modified to classify all kinds of enhancement (Petaccia et al.,
2015); this new code was updated to fulfil the PENELOPE 2008
requirements, and take advantage of the variance reduction
techniques offered by this distribution. For this study, the pos-
sibility of using interaction forcing was included in order to
take into account secondary fluorescence by bremsstrahlung
photons. The resulting code initiates each shower when an
electron hits the sample, simulating the primary electrons first,
while secondary particles are saved into a stack. Once the pri-
mary track is completed, the simulation of second-generation
particles begins. Every time a characteristic x-ray is produced
after ionization by photons, the program classifies it according
to its origin, through the free particle identifier ILB(5) (Salvat
et al., 2009).

To verify that the distributions of interest are not distorted
when IFORCE increases, several surveys were carried out for
different values of this forcing factor by analysing a single type
of interaction each time: on the one hand, bremsstrahlung pro-
duction and on the other hand, ionization by electrons. These
two possible interactions were afterwards combined, with dif-
ferent IFORCE values, to obtain good statistics in primary as
well as secondary photons. Starting with IFORCE= 50 for both
processes, the forcing factor was step by step increased in order
to verify that no distortions arose in the different kinds of en-
hancement. The final values chosen were: IFORCE= 1000 for
electron ionizations and IFORCE= 10 000 for bremsstrahlung
production. It is worth mentioning that it is also possible to
favour ionizations by photons: its direct implementation in
the PENELOPE package would favour all possible ionizations in
a body, particularly Ni ionizations by bremsstrahlung. This
alternative was avoided in this study since Ni concentrations
are 50% or above, and all simulations were planned for fixed
total CPU times.

The adopted values for the simulation parameters were cho-
sen to take advantage of the CPU time, i.e. simulating electrons
above the Fe-K ionization energy and photons slightly below
the Fe-Kα characteristic energy; this was accomplished by
setting the absorption energies to EABS(1)=7.11 keV for elec-
trons and EABS(2)=6.399 keV for photons. The choice for the
average angular deflection produced by multiple elastic scat-
tering along a path length equal to the mean free path between
consecutive hard elastic events was C 1 = 0.05; the maximum
average fractional energy loss between consecutive hard elas-
tic events was set to C 2 = 0.05; the cut-off energy loss for hard
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Fig. 1. Angular distribution (relative to the beam direction) of simulated secondary characteristic Fe-Kα photons induced by bremsstrahlung
in an Fe1%-Ni binary alloy for a 10-keV beam energy. Circles: high interaction forcing; diamonds: strong splitting.
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Fig. 2. Angular distribution (relative to the beam direction) of simulated primary characteristic Fe-Kα photons in an Fe3%-Ni binary alloy for a
15-keV beam energy. Hollow circles: 24 h run with high interaction forcing (IFORCE=1000 for ionizations by electrons and IFORCE=10 000 for
bremsstrahlung production); diamonds: 96 h run, no variance reduction.

inelastic collisions was chosen as Wcc = 100 eV and the se-
lected value for the cut-off energy loss for hard bremsstrahlung
emission was Wcr = 100 eV (Salvat et al., 2009).

All the simulations for secondary fluorescence distributions
were run in an Intel R© Quad CPU Q8400 @ 2.66 GHz proces-
sor during 24 h in order to bring to evidence the influence

of IFORCE in the resulting statistical uncertainties for a fixed
CPU time.

Results and discussion

As displayed in Figure 1, the predicted angular distributions of
secondary characteristic Fe-Kα photons (relative to the beam
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Fig. 3. Angular distribution (relative to the beam direction) of simulated secondary characteristic Fe-Kα photons induced by bremsstrahlung in an
Fe10%-Ni binary alloy for a 20-keV beam energy. Hollow circles: high interaction forcing (IFORCE=1000 for ionizations by electrons and IFORCE=
10 000 for bremsstrahlung production); triangles: low interaction forcing (IFORCE=50 for both cross-sections).
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Fig. 4. Fluorescence correction factors at 10 keV in a binary Fe-Ni alloy.

direction) bear the expected behaviour. These distributions
are equivalent to those obtained using another variance re-
duction technique, i.e. splitting (Kahn & Harris, 1951), which
have proved to provide adequate values for the characteris-
tic fluorescence correction factors (Petaccia et al., 2015). It
can be seen that the uncertainties are slightly lower in the
case of interaction forcing. However, it is worth emphasizing
that interaction forcing allows to simultaneously obtain pri-

mary intensities with small errors, whereas with splitting two
separate simulations are needed to achieve reasonable uncer-
tainties, since primary photons must be simulated with no
splitting (Petaccia et al., 2015). Nevertheless, primary intensi-
ties obtained following the strategy suggested in this previous
work bear uncertainties much larger than those achieved with
interaction forcing, as displayed in Figure 2, despite the rather
longer CPU time devoted (96 h against 24 h).
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Fig. 5. Comparison between the F -values obtained by interaction forcing and splitting technique.

Table 1. Bremsstrahlung fluorescence enhancement for FeKα as a func-
tion of composition and beam energy.

C 10 keV 15 keV 20 keV

1 1.1089 ± 0.0004 1.0688 ± 0.0002 1.0593 ± 0.0002
3 1.1047 ± 0.0002 1.0673 ± 0.0001 1.05779 ± 0.00009
5 1.1009 ± 0.0002 1.06505 ± 0.00008 1.05628 ± 0.00007
7 1.0971 ± 0.0002 1.06320 ± 0.00007 1.05495 ± 0.00006
10 1.0918 ± 0.0001 1.06077 ± 0.00006 1.05310 ± 0.00004
20 1.07863 ± 0.00007 1.05453 ± 0.00004 1.04848 ± 0.00003
30 1.06934 ± 0.00006 1.05016 ± 0.00003 1.04533 ± 0.00002
50 1.05685 ± 0.00004 1.04456 ± 0.00002 1.04130 ± 0.00002

Figure 3 shows the comparison between the angular photon
distribution of Fe-Kα photons enhanced by bremsstrahlung
for low and high forcing. It can be observed that no distortion
arises when incrementing the IFORCE value within the range
covered, whereas error bars accordingly reduce. Similar re-
sults are obtained for all energies and compositions.

It must be emphasized that the fluorescence enhancement
is finally assessed by computing the F factor given by Eq.
(1). From the results shown above, the uncertainties in both
I p and Is , decrease as IFORCE is increased, thus σF given by
Eq. (2) decreases as well.

As mentioned above, some of the current quantification
algorithms disregard the continuum fluorescence enhance-
ment, assuming it is negligible when compared to other en-
hancement situations, no matter the beam energy and sample
composition. Figure 4 shows four fluorescence correction fac-

tors at 10 keV: FeKα|NiKα, FeKα|Br, FeKβ|NiKα and FeKβ|Br;
similar results are obtained at 15 and 20 keV. The situations
where the NiKβ photons enhance the FeKα or FeKβ signals
are not displayed in the figure due to its negligible contribution
to both F and its standard deviation; for example, the F fac-
tor corresponding to KαKβ enhancement for 1%Fe runs from
1.3% at 10 keV to 3.5% at 20 keV, with relative errors below
10−5. The comparison in this figure clearly evidences that the
different enhancement contributions are comparable, and no
arguments can be given to neglect the bremsstrahlung fluo-
rescence correction factor. This enhancement can therefore be
disregarded only in those cases in which an unknown sample
is compared to a standard with similar composition; however,
when the analysis is performed using a standard of different
composition or in the case of a standardless quantification the
bremsstrahlung fluorescence correction can clearly become
relevant.

In Table 1, the behaviour of the bremsstrahlung fluores-
cence enhancement is displayed for several compositions and
beam energies. It becomes evident that the bremsstrahlung en-
hancement becomes relevant for higher mean atomic number
samples at low beam energies: in these samples, the continuum
emission is favoured, increasing the probability of ionizing the
element of interest.

The interaction forcing approach was also applied to the
case of characteristic enhancement. Figure 5 shows a com-
parison between the F values obtained by interaction forcing
and splitting technique evidencing the improvement achieved
in the present simulations. The comparisons in all character-
istic enhancement situations are similar, i.e. uncertainties are
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quite smaller in the case of interaction forcing; in addition,
it must be emphasized that the present simulations allow the
assessment of secondary as well as primary intensity distri-
butions and therefore the fluorescence correction factor in a
single simulation with very good statistics.

The results obtained so far encourage to devote shorter
times for these simulations, for example, a 6-h simulation
would provide similar results with twice the correspond-
ing uncertainties for primary and secondary intensities. In
the most unfavourable case, the relative error in F would
become 0.5%.

Conclusions

A Monte Carlo simulation programme was implemented in
order to study the continuum fluorescence enhancement by
bremsstrahlung in EPMA. The variance reduction technique
of interaction forcing offered by the PENELOPE package was cho-
sen. The obtained results for primary and secondary intensities
follow the same trend that those previously obtained by using
the splitting technique (Petaccia et al., 2015); however, the as-
sessed bremsstrahlung correction factors F bear quite smaller
errors.

The comparison among the different possible enhancements
clearly evidences that no arguments can be given to neglect the
bremsstrahlung fluorescence correction factor. This enhance-
ment can be disregarded only when an unknown sample is
compared to a standard with similar composition, but when
the analysis is performed using a standard of different compo-
sition or in the case of a standardless quantification, it must
be clearly taken into account, as in the programs XPP and PAP

(Pouchou & Pichoir, 1991) and XPHI (Merlet, 1994). Partic-
ularly, bremsstrahlung enhancement could become relevant
for high mean atomic number samples at low beam energies,
since these conditions favour the abundance of continuum
photons capable to induce the ionizations of interest, relative
to the primary characteristic photons.

The interaction forcing approach was also applied to the
case of characteristic enhancement. The comparison with the
F -values obtained by splitting technique evidences the im-
provement achieved in the present simulations. It must be
emphasized that the present approach allows the assessment
of secondary as well as primary intensity distributions and
therefore the fluorescence correction factor in a single simu-
lation with very good statistics which allows to achieve better
results with shorter CPU times.
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References

Acosta, E., Llovet, X., Coleoni, E., Riveros, J.A. & Salvat, F. (1998) Monte
Carlo simulation of X-ray emission by kilovolt electron bombardment.
J. Appl. Phys. 83, 6038–6049.

Bielajew, A. & Rogers, D. (1988) Variance-reduction techniques. Monte
Carlo Transport of Electrons and Photons, Ettore Majorana International
Science Series vol. 38, pp. 407–419. Plenum Press, New York.

Fisher, G.L. (1971) An investigation of electron probe microanalysis cor-
rections in nickel-cobalt alloys. J. Phys. D Appl. Phys. 4, 1439–1447.

Fournelle, J.H., Kim, S. & Perepezko, J.H. (2005) Monte Carlo simulation
of Nb Kα secondary fluorescence in EPMA: comparison of PENELOPE

simulations with experimental results. Surf. Interface Anal. 37, 1012–
1016.

Goldstein, J., Newbury, D., Joy, D., Lyman, C., Etchling, P., Lifshin, E.,
Sawyer, L. & Michael, J. (2003) Scanning Electron Microscopy and X-
Ray Microanalysis. 3rd edn. Kluwer Academic/Plenum Publishers, New
York.

Kahn, H. & Harris, T.E. (1951) Estimation of Particle Transmission by Ran-
dom Sampling. Monte Carlo Method, National Bureau of Standards Ap-
plied Mathematics Series, Vol. 12. U.S. Government Printing Office,
Washington.

Llovet, X. & Galan, G. (2003) Correction of secondary X-ray fluorescence
near grain boundaries in electron microprobe analysis: application to
thermobarometry of spinel lherzolites. Am. Mineral. 88, 121–130.

Llovet, X., Sorbier, L., Campos, C.S., Acosta, E. & Salvat, F. (2003) Monte
Carlo simulation of X-ray spectra generated by kilo-electron-volt elec-
trons. J. Appl. Phys. 93, 3844–3851.

Merlet, C. (1994) An accurate computer correction program for quantita-
tive electron probe microanalysis. Mikrochim. Acta114/115, 363–376.

Petaccia, M., Segui, S. & Castellano, G. (2015) Monte Carlo simulation
of characteristic secondary fluorescence in electron probe microanal-
ysis of homogeneous samples using the splitting technique. Microsc.
Microanal. 21, 753–758.

Pouchou, J.F. & Pichoir, F. (1991) Quantitative analysis of homogeneous
or stratified microvolumes applying the model ‘PAP’. Electron Probe
Quantitation (ed. by Heinrich & Newbury), pp. 31–75. Plenum Press,
New York.

Pouchou, J.F. & Pichoir, F. (1993) Electron probe X-ray microanalysis
applied to thin surface films and stratified specimens. Scanning Microsc.
Suppl. 7, 167–189.

Reed, S.J.B. (1990) Fluorescence effects in quantitative microprobe analy-
sis. Microbeam Analysis (ed. by J.R. Michael & P. Ingram), pp. 109–114.
San Francisco Press, San Francisco.

Reed, S.J.B. (1993) Electron Probe Microanalysis. 2nd edn. Cambridge Uni-
versity Press, Cambridge.

Salvat, F., Fernández-Varea, J.M. & Sempau, J. (2009) PENELOPE-2008, A
code system for Monte Carlo simulation of electron and photon transport.
OECD Nuclear Energy Agency, Issy-les-Moulineaux, France.

Salvat, F., Llovet, X., Fernández-Varea, J.M. & Sempau, J. (2006) Monte
Carlo simulation in electron probe microanalysis. Comparison of differ-
ent simulation algorithms. Microchim. Acta 155, 67–74.

Scott, V., Love, G. & Reed, S. (1995) Quantitative Electron-Probe Microanal-
ysis. 2nd edn. Ellis Horwood Ltd., New York.

Tylko, G. (2015) Cells on biomaterials – some aspects of elemental analysis
by means of electron probes. J. Microsc 261, 185–195.

C© 2016 The Authors
Journal of Microscopy C© 2016 Royal Microscopical Society, 264, 153–158


