Review

The prediction of thick target electron bremsstrahlung spectra in the 0.25–50 keV energy range

Jorge Trincavelli, Gustavo Castellano *

Facultad de Matemática, Astronomía y Física, Universidad Nacional de Córdoba. M. Allende s/n, (5016) Ciudad Universitaria, Córdoba, Argentina
Consejo Nacional de Investigaciones Científicas y Técnicas de la República Argentina

Received 1 October 2007; accepted 13 November 2007
Available online 22 November 2007

Abstract

The importance of electron bremsstrahlung has continuously grown since its early discovery more than one century ago, increasingly being involved in different scientific areas. The present work deals with the prediction of thick-target bremsstrahlung spectrum in the frame of scanning electron microprobe analysis. X-ray energies considered range from 0.25 to 50 keV, whereas the models discussed involve electron incident energies up to 50 keV. The main attempts proposed to describe the thick target bremsstrahlung by electron impact are reviewed. Developments carried out from theoretical bases are considered, as well as the role played by Monte Carlo simulations. The results achieved by empirical models are particularly emphasized in view of their reliability in the description of the bremsstrahlung spectrum by means of analytical functions of the atomic number, beam energy and photon energy.
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1. Introduction

When charged particles traverse matter, several interactions take place, involving directional deflections and energy interchange with the irradiated material, which may in turn give rise to the emission of secondary radiation. Particularly, Coulomb interactions – mainly with atomic nuclei – give rise to the emission of electromagnetic radiation in a continuous range of energies, referred to as bremsstrahlung.

The importance of electron bremsstrahlung has continuously grown since its discovery by Röntgen in 1895 [1–3]. In addition to the intrinsic theoretical interest of this kind of interaction, it has increasingly been involved in different scientific areas. In medical physics, for example, its knowledge is extremely important in the design of appropriate radioisotope shielding materials; linear...
accelerators used in external radiotherapy require an adequate characterization of photon treatment spectra; and diagnose tools as radiography or more modern computed tomography [4–6] have been possible with the control of sophisticated X-ray tubes. In the frame of materials characterization, X-ray tube spectrum input for quantitative X-ray Fluorescence or related techniques, synchrotron brilliance control or background subtraction in electron probe spectra, are fundamental tools which depend on a reliable description of bremsstrahlung emission. Other interesting examples evidencing the importance of bremsstrahlung prediction are the description of electron energy distributions in plasmas [7] or electron bursts in upper atmosphere [8].

When the irradiated target is thin enough, the emitted spectrum is closely related to the concept of bremsstrahlung cross-section. After the pioneering work of Kulenkampff [9], several measurements were carried out in order to obtain absolute [10–12] or relative [13–16] determinations of differential electron bremsstrahlung cross-sections in this kind of targets. Similar experiments were also performed in gas samples [17–21]. Many of these experimental values have been used to check theoretical models for cross-sections [22–33], as subsequently reviewed by Koch and Motz [34], Acosta [35] and Quarles and Portillo [36].

On the other hand, when the irradiated target is thicker, the convolution of the different possible interactions inhibits the straightforward obtention of an analytical expression for the corresponding bremsstrahlung spectrum. The description of this photon distribution has drawn the attention of different research areas, since the adequate knowledge of the emitted spectrum may be used for different purposes: X-ray tube spectrum input for quantitative X-Ray Fluorescence or related techniques, background subtraction in x-ray spectra induced by electron impact [37], standardless quantitative electron probe microanalysis (EPMA) for particles [38] or bulk samples [39], etc.

The present work aims to provide a review of the prediction of thick-target bremsstrahlung spectra in the frame of scanning electron microprobe analysis, i.e., for X-ray energies ranging from 0.25 to 50 keV corresponding to electron incident energies up to 50 keV. It is worth mentioning that the available models in the literature usually deal with normal incidence, since this is the most frequently used geometrical arrangement in electron-probe experiments. The models presented below for bremsstrahlung description are intended to this experimental configuration, unless explicitly indicated.

2. Theoretical developments

Spectra recorded in an electron microprobe consist of characteristic peaks superimposed upon a continuum spectrum ranging from very low energies up to the incidence energy $E_0$, basically the bremsstrahlung spectrum. An adequate description of this continuum spectrum is of great interest in microanalysis, since an incorrect subtraction of this background may lead to important experimental errors.

Several approaches have been proposed for predicting the bremsstrahlung spectrum. Theoretical models are based in the assessment of a numerical integration involving the bremsstrahlung differential cross-section $Q$ for the emission of a photon of energy $E$ and the stopping power $S$ as a function of the electron energy $E'$:

$$I = \frac{N_A}{A} \int_{E_0}^{E} \frac{Q}{S} dE',$$

where $N_A$ is Avogadro’s number and $A$ is the atomic weight. Absorption correction and backscattering losses may be taken into account separately, or incorporated into the integrand.

The well-known expression developed by Kramers in 1923 [40] is based on a classical approximation in the calculation of the bremsstrahlung cross-section and the Thomson–Whiddington law [41] for the stopping power. His expression agrees with the empirical formula obtained previously by Kulenkampff [9], for which Dyson [42] fitted the corresponding overall constant. Since this model simply accumulates the contribution corresponding to successive thin targets conforming a thick sample, corrections must be applied to account for backscatter losses and photon absorption in order to enable comparison with experimental spectra. According to this description, the total intensity (number of photons per unit time) detected per incident electron with energies between $E$ and $E + \Delta E$ when a sample of atomic number $Z$ is irradiated with electrons of energy $E_o$ can be expressed as:

$$\Delta I = G Z \frac{E_0 - E}{E} \Delta E,$$

where the factor $G$ involves the sample absorption to the observed radiation, the losses due to backscattering of electrons, the detection efficiency to energy $E$ and the solid angle fraction subtended by the detector.

Storm [43] carried out the assessment of Eq. (1) for the particular case of tungsten, by using Kirkpatrick–Wiedmann cross-sections [24] based on Sommerfeld formalism [22]. He also compared with non-relativistic [44] and relativistic [45–47] approaches based on Born-approximation. Bethe stopping power [48] tabulated by Berger and Seltzer [49] was used, whereas backscattering losses were taken into account by including an additional factor in the integrand. Photon attenuation was also included in the numerical integral above. The electron energies considered ranged from 12 to 300 keV.

Rao-Sahib and Wittry [50] modified the bremsstrahlung cross-sections of Kirkpatrick–Wiedmann, in order to achieve better agreement with the original Sommerfeld equation. In addition, they performed a parabolic extrapolation for the amendment of Bethe’s stopping power at low electron energies. Corrections for electron backscattering were carried out according to Duncumb and Reed’s [51] energy distribution of backscattered electrons. Although these authors did not arrive to an analytical expression, their work was used as the basis for subsequent developments. For instance, Reed [52] used their expressions for backscattering losses and their modified Bethe’s law for the stopping power. He performed Monte Carlo simulations in order to achieve an improved assessment of a separate absorption correction for the continuum emission. Using results obtained for Al, Cu, Ag
and Au, he obtained an expression which appears as a slight modification to Kramers–Kulenkampff formula:

$$\Delta I = GZ \frac{E_o - E}{E^{1+\alpha}} \Delta E.$$  \hfill (2)

where $\alpha$ is a constant optimized only for $Z$ ranging from 13 to 29, and $E_o$ from 15 to 20 keV. In the procedure followed to achieve this expression, Philibert’s depth distribution [53] was adopted for bremsstrahlung emission in order to perform the corresponding absorption correction:

$$f(\chi) = \frac{1}{\left(1 + \frac{Z}{\mu} \right) \left(1 + \frac{\mu}{1 + \frac{Z}{\mu}}\right)},$$

where $\chi = \mu \csc \psi$, $\mu$ being the mass-absorption coefficient for energy $E$ and $\psi$, the take-off angle, $h = 1.2A/Z^2$ and

$$\sigma = \frac{4 \cdot 10^5}{E_{1.65}^2 - E_{1.65}}$$

involves the photon energy $E$ instead of the binding energy corresponding to characteristic emission, as originally proposed by Philibert.

A similar work was performed recently by Ambrose et al. [54], and later applied by Semaan and Quarles [55] to describe continuum spectra from a scanning electron microscope. The novelty of this approach is the inclusion of the more realistic partial-wave relativistic cross-sections given by Kissel et al [31]. Bethe stopping power tabulated by Berger and Seltzer [56] is used, and backscattering losses extending Storm’s approach for tungsten to other atomic numbers, by using backscattering coefficient suggested by August and Wernisch [57]. Semaan and Quarles claim a good agreement with experimental data, although they normalize for each atomic number in the comparisons performed. On the other hand, no analytical expression is suggested for spectrum prediction.

3. Monte Carlo simulations

Complete spectra originated in an electron microprobe have also been obtained from Monte Carlo simulations, an alternative which began in a number of early articles (see e.g. Messel et al. [58], Zerby and Moran [59], Berger and Seltzer [60] or Jenkins et al. [61]). Although recent attempts have involved reliable cross-section models and modern numerical algorithms [62–64], few efforts have been addressed to achieve an analytical expression for the prediction of the bremsstrahlung spectrum. To this aim, Statham [65] performed Monte Carlo simulations to study the continuum absorption correction and the effects of anisotropy in the emission of bremsstrahlung. His results have been included as a modification to Reed’s expression as:

$$\Delta I = GZ \frac{E_o - E}{E^{1+a+b}} \Delta E,$$  \hfill (3)

where the additional exponent $b$ accounts for the emission anisotropy, which is reflected in the dependence on both incident and take-off angles. These two exponents were determined with a 20 keV electron beam for five elements (Al, Ti, Mn, Cu, Au), and two geometrical arrangements: normal incidence and take-off angle of 40°, and 45°–45° geometry.

4. Empirical models

Kramers model has largely been used as a basis for modeling X-ray tube emission spectra [66–69], where the most important region corresponds to energies greater than, say, 5 keV due to the strong attenuation of low energies in the tube window. Nevertheless, this kind of models is not suitable in EPMA, since even when conventional detectors are used, the thickness of the windows involved in the detection process is much smaller than that of X-ray tubes, allowing to record photons of energies down to 1 keV. For this reason, a number of empirical modifications, mainly for normal incidence, have been suggested to improve the description of the bremsstrahlung spectrum in EPMA.

In 1974 Lifshin [70] suggested a modification to Kramers law, incorporating an empirical degree of freedom by means of a quadratic term:

$$\Delta I = GZ \frac{E_o - E}{E} \left[1 + c(E_o - E)\right] \Delta E,$$ \hfill (4)

where $c$ is a fitting parameter.

Fiori et al. [71] used Lifshin’s expression to perform background subtraction in energy dispersive EPMA. They suggested to fit the involved constants by means of considering two different energies in the continuum spectrum for which there are no characteristic photons.

Whilst Eqs. (2), (3) and (4) may be adequate to carry out a correct background subtraction in experimental spectra, they are not useful to predict spectra as a function of $Z$, $E_o$, and $E$. Since such a prediction is a basic requirement for different standardless analysis approaches [38,72], the expressions dependent on empirical parameters are not of interest in this context: the information desired is hidden precisely within these parameters.

Several authors tried to find analytical expressions for the continuum background so that only one parameter remained undetermined [73–77]. This scaling factor depends on the particular detection geometry and must be fitted for each equipment — but not for each spectrum because it is not related neither to the sample composition nor to the excitation conditions.

Smith et al. [73] obtained an analytical expression for the continuum spectrum as a function of $Z$, $E$ and $E_o$, following a previous development performed by Rao-Sahib and Wittry [78]:

$$\Delta I = G \left(\frac{E_o - E}{E}\right)^n Z^n \Delta E,$$

where

$$n = E \cdot (0.0739 - 0.0051 \ln Z) + 1.6561 - 0.115 \ln Z,$$

$$x = 1.76 - 0.00145Z/E.$$

Small et al. [74] observed that discrepancies between the existent models for bremsstrahlung and experimental values
were about 50% or even 100%. For this reason they developed an expression by fitting a large set of experimental data:

$$
\Delta I = G \left( \frac{E_o - E}{E} \right)^M e^B \Delta E,
$$

(5)

where

$$
M = 0.00599E_o + 1.05,
B = -0.0322E_o.
$$

Nevertheless, in a previous work [75] it was pointed out that the predictions given by Eq. (5) were not accurate enough for a wide range of experimental conditions, particularly for high atomic numbers. For this reason, Kramers expression was modified after fitting 52 spectra from targets of diverse composition at several incident energies. The absorption correction used was based on the ionization depth distribution function given by Packwood and Brown [79] with coefficients modified by Riveros et al. [80]. Mass absorption coefficients were calculated with the expression given by Heinrich [81]. This approach involves the assumption of considering the depth distribution of continuum x-ray production similar to that of characteristic radiation, as also considered in previous predictions [73,74]. Although characteristic radiation is isotropically emitted, this is a reasonable approximation: even when each bremsstrahlung photon preferably follows the forward electron direction (particularly for high energies), after a few interactions the electron path looses correlation with the incidence direction. Backscattering losses were accounted for according to the expression given by Statham [82]. This model is a function of the backscattering correction for characteristic photons, for which the model by Love et al. [83] was chosen. Detection efficiency corrections were also taken into account, finally achieving the following expression for bremsstrahlung intensity:

$$
\Delta I = G \sqrt{\frac{E_o - E}{E}} \times \left( -54.86 - 1.072E + 0.2835E_o + 30.4\ln Z + \frac{875}{Z^2E_o^{0.08}} \right) \Delta E.
$$

(6)

When dealing with multielemental targets, the compositional dependence of the bremsstrahlung spectrum should be introduced in the elementary equations, rather than artificially substituting Z by the mean atomic number \( \bar{Z} = \sum C_i Z_i \) in the final equation [84], \( C_i \) being the mass concentration of the \( i \)th element. However, as this effect influences spectrum predictions very weakly, the use of \( \bar{Z} \) results a very good approximation.

The function obtained describes adequately the continuum x-ray spectrum for electron beam energies ranging from 5 to 35 keV and atomic numbers covering elements from boron to bismuth, including also multielemental samples. Since a Si(Li) detector with a conventional Be window was used for X-ray spectra acquisition, only photon energies above 1 keV were considered, restricting the validity of the model to this energy range. As shown in Fig. 1, the developed expression agrees with measured spectra much closer than the previous model given by Small et al. [74]. It must be emphasized that all comparisons were performed by improving the correction models (absorption and backscattering) included in the factor \( G \) of Eq. (5), which indeed produces better results than those of their original work [75].

Comparisons with other models were carried out using a set of spectra larger than that involved in the fitting procedure. In order to provide a figure of merit for the performance of each model, the parameter \( \chi^2 \) was used to compare the predicted intensities \( \tilde{I} \) with the experimental ones \( I \):

$$
\chi^2 = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{\tilde{I}_i - I_i}{I_i} \right)^2,
$$

where \( i \) denotes each of the \( N \) channels in the considered spectrum. With the aim of obtaining a global value of \( \chi^2 \) for the whole set of spectra, an average must be assessed, weighting each \( \chi^2 \) with the number of channels of the corresponding spectrum. The results are shown in Table 1. It can be seen that the model corresponding to Eq. (6) has a better performance than the others, even in the subset S containing only those elements for which Statham [65] assessed the exponents of Eq. (3). A similar approach was attempted by Duncumb et al. [76], who aimed to provide a method for predicting bremsstrahlung and characteristic intensities for the whole spectrum registered in an electron microprobe. To this end, a large set of experimental spectra (309) was considered to develop and test the model proposed, including a number of measurements registered with detectors sealed with ultra-thin polymer windows. The resulting formula was

$$
\Delta I = GZF(Z, E_o) \left( \frac{E_o - E}{E} \right)^{P(Z)}.
$$

(7)

No final expressions were given for the functions \( F \) and \( P \), since the authors stated that an optimization process was still required. They only gave values for a few particular cases: three elements and four incident energies. A comparison with previous models was shown for only one of these cases, suggesting that their prediction achieved better agreement with experimental data. Nevertheless, the restriction of the model to specific situations inhibits the use of Eq. (7) for arbitrary samples.

In addition, an important remark must be done regarding the thin-window detector efficiency. Since polymer films are supported on silicon grids, the authors suggest that for low energies the corresponding shadowing effect may be accounted for by a reduction of the solid angle subtended by the detector, whereas for energies greater than 10 keV, this obscurcation may be ignored [76,85]. No special care was taken for the transition energy region, pointing that peak-to-background ratios are unaffected by this shadowing effect, although the bremsstrahlung spectrum may be strongly distorted if the detector efficiency is not accurately assessed for the whole energy range. In fact, inaccuracies in the
description of the detector efficiency are transferred to the background modeling.

A description of the ultra-thin window detector efficiency for the whole energy range may be achieved from elementary considerations. If the attenuations in the involved layers (even in the silicon supporting grid) are properly accounted for, an analytical expression may be obtained [86], which is plotted in Fig. 2. As can be seen, the transition energy region for the particular detector geometry must be adequately described.

Spectra registered with a thin-window detector were also considered in a subsequent work [77]. A large set of spectra was involved in the fitting process in order to achieve a reliable

Table 1
Global $\chi^2$ values for the comparison performed by Trincavelli et al. [75]. Reed’s model [52] with coefficients given by Statham [65] and the expression given by Small et al. [74] were also assessed.

<table>
<thead>
<tr>
<th></th>
<th>Subset $S$ (6015 data)</th>
<th>Whole set (35361 data)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trincavelli et al.</td>
<td>4.3</td>
<td>4.1</td>
</tr>
<tr>
<td>Reed-Statham</td>
<td>9.9</td>
<td>–</td>
</tr>
<tr>
<td>Small et al.</td>
<td>97</td>
<td>65</td>
</tr>
</tbody>
</table>

Fig. 2. SUTW Sapphire Si(Li) detector efficiency. The crystal front area is 10 mm$^2$ and the ultra-thin window is a Moxtek AP3.3 supported by a 380 $\mu$m thick silicon grid, 77% open area. Solid line: real efficiency; dotted line: underestimate for infinite silicon thickness (full shadowing effect); dashed line: overestimate by ignoring the effect of the silicon structure.
expression for the continuum function which describes properly
the bremsstrahlung spectrum for photon energies ranging from
0.25 to 20 keV and atomic numbers between 4 and 83, at beam
energies ranging from 5 to 38 keV. The expression obtained in
this work is

\[ \Delta I = G \sqrt{Z} \frac{E_0 - E}{E} \left( -73.90 - 1.2446E + 36.502 \ln Z + \frac{148.5 E_0^{0.1293}}{Z} \right) \times \left[ 1 + (-0.006624 + 0.0002906 E_0) \frac{Z}{E} \right] \Delta E. \] (8)

Fig. 3 shows a comparison between experimental data and
the model of Eq. (8); for the graphs corresponding to pure gold
and copper, the model (7) of Duncumb et al. is also displayed. It
can be seen that the model corresponding to Eq. (8) has a very
good performance. The global $\chi^2$ value for 132 spectra was 5.9
for this model and 29 in the case of the model by Small et al.
[74]. The expression of Duncumb et al. only could be assessed
for 7 spectra from the whole set, in view of the aforementioned
restriction in atomic numbers and beam energies, resulting in a
$\chi^2$ value of 73. In the case of the comparison for gold, the curve
assessed following this expression exhibits a rather different
performance as compared to the corresponding plot given in the
original paper; this may be due either to the efficiency pre-
diction these authors gave for the ultra-thin window detector, as
mentioned above, or to the low statistics in the spectra used in
their fitting procedure.

Although the expression (8) has been developed for spectra
acquired with energy dispersive systems (EDS) and atomic
numbers lower than 84, several attempts have been done to
apply the algorithm for describing different situations. An ex-
ample of a haematite standard spectrum measured with a wave-
length dispersive system (WDS) using a TAP crystal at 15 keV

Fig. 4. Prediction of a WDS hematite spectrum irradiated at 15 keV. Exper-
imental: gray line; Eq. (8): black line.

Fig. 5. Prediction of a WDS pure uranium spectrum irradiated at 15 keV.
Experimental: dots; Eq. (8): solid line.
is shown [86] in Fig. 4. As usual, a correction for detection efficiency has been carried out, although in this case it is much more important than for EDS spectra; moreover, this correction is the main cause for the background shape displayed.

As a complementary example, Fig. 5 shows another WDS spectrum, registered for a pure uranium standard at 15 keV [87] with a PET crystal. Although the atomic number of the irradiated sample (92) lies outside the range for which the model was originally developed, it can be seen that the agreement is also very good in this case.

5. Conclusion

Several approaches may be faced in order to achieve an appropriate description of the bremsstrahlung spectrum in EPMA. At present, only empirical models have succeeded to provide analytical expressions for the prediction of the continuum spectrum as a function of the atomic number, incident energy and photon energy in a wide range of experimental situations. Further developments based on theoretical considerations will permit a reliable study on the generated bremsstrahlung spectrum — avoiding inaccuracies inherent to backscattering, absorption and efficiency corrections. Recent advances in the Monte Carlo methodology appear as a promising tool to perform “controlled experiments”, allowing an appropriate description of the different corrections applied.

Although some examples have been shown for the prediction of wavelength dispersive spectra, a systematic study for this kind of spectrometer is lacking. Even when the bremsstrahlung spectrum is the same, no matter which spectrometer is used, certain aspects must be considered quite differently, particularly the detector efficiency: this parameter may change over an order of magnitude along the energy range covered by a typical crystal.

In addition to the theoretical interest inherent to the knowledge of the bremsstrahlung emission, the most important advantage of having a realistic analytical model for continuum prediction in EPMA is the possibility of improving the performance of standardless quantification methods.
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