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A method for standardless quantification by parameter optimization in electron probe microanalysis is presented.
The method consists in minimizing the quadratic differences between an experimental spectrum and an analytical
function proposed to describe it, by optimizing the parameters involved in the analytical prediction. This algorithm,
implemented in the software POEMA (Parameter Optimization in Electron Probe Microanalysis), allows the deter-
mination of the elemental concentrations, along with their uncertainties. The method was tested in a set of 159 el-
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Sf:rm‘;rrdsless quantification emental constituents corresponding to 36 spectra of standards (mostly minerals) that include trace elements. The
EPMA results were compared with those obtained with the commercial software GENESIS Spectrum® for standardless

Parameter optimization quantification. The quantifications performed with the method proposed here are better in the 74% of the cases stud-
EDS ied. In addition, the performance of the method proposed is compared with the first principles standardless analysis
procedure DTSA for a different data set, which excludes trace elements. The relative deviations with respect to the
nominal concentrations are lower than 0.04, 0.08 and 0.35 for the 66% of the cases for POEMA, GENESIS and DTSA,

respectively.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

Electron probe microanalysis (EPMA) is a non destructive technique
for chemical characterization, based on the analysis of the X-ray spec-
trum emitted when a sample is irradiated by an electron beam. This tech-
nique is applied in a great number of fields, such as materials science,
metallurgy, geology, archeology, art, and forensics. Electron probe micro-
analysis gives qualitative information about the elements present in the
sample straightforwardly. However, the quantitative determination of
the chemical composition is not always an easy task for the analyst.

Conventional quantification methods in EPMA involve the use of
standards. The characteristic line intensity emitted by each element
of an unknown sample is compared with the corresponding intensity
emitted from a standard. As a rough approximation, the intensity ratio,
known as k ratio, may be taken as proportional to the mass concentration
of the considered element. These ratios must be corrected by matrix ef-
fects, i.e., effects related to the other elements present in the sample and
in the standard. Thus, production, absorption and enhancement of the
characteristic radiation are taken into account. There exist two methods
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to perform these corrections: the models based on the ZAF factors and
on the ionization distribution function ¢(pz) [1].

During the last fifty years, the corrections to the k ratio have been
studied in different kind of samples. The results of these investigations
lead to reduce significatively the relative errors associated to the elemen-
tal concentrations. When a wavelength dispersive spectrometer (WDS)
is used, the relative uncertainties are about 5% for major and minor ele-
ments, i.e., with concentrations greater than 10% and between 1 and 10%,
respectively, and somewhat greater for trace elements (concentrations
lower than 1%) [2]. In the special case of mineral samples, the relative er-
rors of the elemental concentrations become lower than 2% in most of
the situations [3].

One of the advantages related to the use of standards is that several
atomic and experimental parameters cancel out in the k ratio. Unfortu-
nately, when several standards are used, measurements can take too
much time; in addition, sometimes the appropriate set of standards is
not available. In the last decades, there has been an increasing interest
in the development of accurate standardless methods for chemical quan-
tification. Currently, standardless routines are included in commercial
energy dispersive spectrometers (EDS) [2], but only as semiquantitative
tools.

The standardless quantification methods can be classified in two
groups: the ones based on first principles and those involving data-
bases. In the latter, a database of characteristic intensities is created
from a set of experimental spectra, usually monoelemental standards
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measured under different excitation conditions. These intensities are
mathematically interpolated for elements or conditions not measured
in order to complete the database, which is used to determine the k
ratios. The reliability of this kind of methods lies on the completeness
of the database and leads to inaccurate results when the interpolation
is not adequate. On the other hand, the development of a standardless
algorithm based on first principles, although presents a number of
difficulties, could be a more general characterization tool.

The main problem in the development of standardless quantita-
tive algorithms based on first principles is that the physics underlying
generation, propagation and detection of X-rays must be properly
known. Therefore, adequate descriptions of characteristic radiation,
bremsstrahlung, and detection artifacts are required. The influence
of these artifacts is avoided in the so-called peak-to-background algo-
rithms [4,5], although they rely on the rough assumptions that both
characteristic and bremsstrahlung photons are originated in the same
region of the sample and that bremsstrahlung is emitted isotropically.
A proper description of the depth distribution of the characteristic
X-ray generation is a key issue in the development of a fundamental
standardless quantitative algorithm. It can be described by means of
two methods: Monte Carlo simulations [6] and analytical approxima-
tions [7,8], some of which are obtained from the parameterization of ex-
perimental determinations. The Monte Carlo method is more precise
but it requires a long computational time. Analytical approximations
have been intensively studied, reaching an acceptable level of accuracy
for most of the cases [9].

The main sources of error in standardless procedures based on
first principles are related to the uncertainties associated with the
measured intensities, the knowledge of atomic parameters and the
description of the detection efficiency in the low energy region. One
of the most influential atomic parameters involved is the ionization
cross section Q. Realistic models for the description of Q, for instance,
those based on the distorted-wave first-order Born approximation
(DWBA), present uncertainties around 5% [10].

In the present work, the performance of the standardless quantifi-
cation algorithm in EPMA, implemented in the software POEMA, is
assessed for a set of samples. The original version of the program [11]
was completed and improved by updating the database used for K-, L-
and M-relative transition probabilities [12-14], for K- and L-ionization
cross sections [10] and for Ko and KJ3 satellite lines [15,16]. In addition,
the model used to describe the bremsstrahlung [17,18] and a model for
the line shape for EDS [19] were improved and implemented in POEMA.
A routine for processing WDS spectra was also included, with a proper
description for the line shape [20] and detector efficiency [21]. Finally,
the effects produced in a spectrum by a possible oxidation layer and a
conductive coating film deposited on the sample were included in the
program [22]. In order to test the goodness of the algorithm, 36 spectra
of standards (mostly minerals) measured with an EDS, were processed
and the compositions of the samples were obtained. The deviations of
the 159 concentrations obtained with POEMA relative to the nominal
values were analyzed. These results were compared with the ones
obtained by the commercial software GENESIS Spectrum® (EDAX) for
the same set of spectra, and with the results reported by Newbury et
al. [2] for a different set of samples.

2. Experimental

X-ray emission spectra of the set of standards SPI #02753-AB were
measured with an EDAX Genesis 2000 energy dispersive spectrome-
ter, attached to a LEO 1450VP scanning electron microscope. The mea-
sured standards were: anhydrite, apatite, bustamite, calcite, diopside,
dolomite, kaersutite, olivine, pentlandite, tugtupite, plagioclase, willem-
ite, quartz, haematite, rutile, sphalerite, skutterudite, albite, almandine,
biotite, BN, chlorite, Cr,03, cuprite, spodumene, fluorite, GaAs, pyrope
garnet, jadeite, magnetite, NiySi, obsidian, periclase, pyrite, rhodonite,
and sanidine. The EDS has a SUTW Sapphire Si(Li) detector with ultrathin

polymer window with aluminum ohmic contact. Spectra were induced
by an incident electron beam of 15 keV for all the samples, except for ol-
ivine, pentlandite and willemite, for which 20 keV was used. The take-off
angle ranged between 29.6 and 33.4°.

All the samples were quantified with the home-made software
POEMA (see Section 3) and with the commercial program GENESIS
Spectrum® in standardless mode. In the latter, the k factors are calculated
as the ratios between the measured peak intensity and the intensity cor-
responding to the pure element, calculated from first principles. This ratio
is then corrected by matrix effects (ZAF corrections) to take into account
the influence of the other elements in the sample. The program allows
the user to perform corrections related to the detector efficiency and to
the carbon conductive coating of the sample, whose thickness must be
known a priori.

All the standards used are embedded in a 25 mm diameter disk,
polished and coated with a carbon layer. The spectra analyzed in this
work were measured between 2006 and 2011. The set of standards
was re-polished and re-coated in 2010, thus, the carbon coating thick-
ness has not been necessarily the same before and after this year.

3. Spectral processing

The optimization method implemented for spectral processing con-
sists in minimizing the quadratic differences between the experimental
spectrum to be fitted and an analytical function proposed to describe it,
by optimizing the parameters involved in the analytical prediction [11].
The quantity to be minimized can be written as:

- 2
7= 1y M (1)

where I; and [; are, respectively, the experimental and calculated inten-
sities for the energy E; corresponding to channel i, N. is the total number
of channels and N, is the number of parameters to be refined. Thus, the
sample composition is obtained as a result of the optimization procedure,
by the refinement of the concentrations and also of certain instrumental
parameters. The refinement procedure must be carried out through a cau-
tious sequence of minimization steps in order to get the best fit of the
experimental spectrum.

The function I; describes the entire spectrum, i.e., all the peaks and
the bremsstrahlung, taking into account the generation and absorption
of radiation within the specimen, enhancement by secondary fluores-
cence, detection artifacts and spectrometer efficiency. The calculated
intensity at the energy E; can be written as:

I; =B(E) + 2PjqH;q(E) + D(E) (2)

where B(E;) accounts for the bremsstrahlung contribution, P;4 is the peak
intensity of the line q of the element j, H; is a modified Gaussian function
that describes the corresponding line profile (see Section 3), and the
function D(E;) takes into account the contribution of escape peaks, sum
peaks and the Si peak generated within the detector.

3.1. Bremsstrahlung

The expression for B(E;) as a function of the photon energy E; is
given by [18]:
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where the energy is in keV, Z is the mass weighted average atomic
number, Ey is the incident electron energy, ¢ is a constant proportion-
al to the number of incident electrons, A is the absorption correction,
R accounts for intensity losses due to backscattered electrons, and ¢ is
the spectrometer efficiency.

3.2. Characteristic line intensities

The detected characteristic intensity Pj4 of the line g, of the
element j, can be expressed as:

Piq = BGOJsP;q(ZAF) 48 (Eg) )

where 3 is a constant proportional to the number of incident elec-
trons, G is the mass concentration of the element j in the sample, Z,
A and F are the matrix correction factors related to X-ray generation,
absorption and fluorescence enhancement in the specimen, respec-
tively; p;q is the relative transition probability for the line q of the
element j, E;, is the energy of this transition and o7 is the X-ray pro-
duction cross section for the corresponding s atomic shell at energy
Eo. The latter is defined for the K-shell as the product of the ionization
cross section and the fluorescence yield, which were taken from the
data published by Campos et al. [10] and Hubbell [23], respectively.

Regarding Z, A, and F corrections, a model for the ionization distri-
bution function ¢(pz) previously developed [24], and based on the
description given by Packwood and Brown [25], was used in the present
calculations.

3.3. Peak shape

The detection system response for a given characteristic line is a
broadened peak, with a Gaussian shape to a first approximation, whose
width is a function of the photon energy and is related to the electronic
noise of the amplification process and to the Fano factor [11]. However,
the characteristic X-ray peaks obtained using a Si(Li) detector exhibit
an asymmetric shape mainly due to an effect of incomplete charge col-
lection in the detector. The expression used in the spectral processing
algorithm to describe the line profile of the characteristic peaks was
developed in a previous work [19], and can be written as:

vaq

(Ep) = M|Gq(Ep) + T (E) (5)
where M is a normalization factor defined so that the integral of H;4(E;)
is equal to unity, G;j4(E;) is a normalized Gaussian function characterized
by a width 0j 4, centered at the characteristic energy E;4 and Tj4(E;) is an
exponential tail convoluted with a Gaussian and depends on two
parameters: the width 3;, and the height t;,.

The T function presented in the original article [19] was not nor-
malized, because it was not necessary for that study. In the present
work, the expression for the T function was properly scaled:

Tjq(Ei) = % jq®Xp (Uj%q/zﬁj%q) exp KEi—Ej,q) /leq]
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The knowledge of the dependence of the peak asymmetry with
the photon energy is very important to achieve an adequate spectral
deconvolution, particularly when there is a strong overlapping be-
tween intense and weak peaks that affects the accuracy of quantita-
tive analysis.

In this work, the behavior of t;; and j3;, with the characteristic photon
energy, for elements with Z<15, was taken into account by fitting ana-
lytical functions, which were used to describe the peak asymmetry in
the quantification procedure. These analytical expressions were derived

from the values of t;; and f3;; obtained for several characteristic energies
E;q by processing the spectra of the following mineral standards:
willemite, anhydrite, olivine, calcite, dolomite, diopside, plagioclase,
tugtupite and kaersutite. In this procedure, the nominal concentrations
and the characteristic thicknesses of the detector layers provided by the
manufacturer were used, and the thickness of the carbon coating Axc
was optimized along with tj4 and 3;.

It was previously shown [19] that the relative area of the asymmetric
correction presents a jump at the energy of the silicon absorption edge.
For this reason, to take into account this discontinuity, the parameters ¢
¢ and B, for K peaks corresponding to elements with Z> 14, were opti-
mized together with the elemental concentrations in the quantification
procedure, when necessary.

3.4. Detection efficiency

The detection efficiency ¢ is the fraction of the X-rays emitted by the
sample that are actually registered. In order to determine &, it must be
born in mind that to be registered, the photon must arrive to the detec-
tor active region passing through several layers: the polymer window
(PW), the aluminum ohmic contact and the so-called dead layer (DL),
where detection is not possible. It must be also considered that the inci-
dent photon can go across the active region of the detector and not be
detected.

According to a previous study [21], the detector efficiency can be
expressed as:

& = exp[— (HPX) py ] €XP [— (LPX) 4] €XP[—Hs;PsiXpy ]

AQ 7
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where (upx)pw and (upx)4 are the products of the mass absorption
coefficient, density and thickness of the polymer window and the alu-
minum ohmic contact, respectively. x4 is the thickness of the silicon
supporting grid, 1s; and ps; are the mass absorption coefficient and den-
sity of silicon. The first factor in the right-hand member of Eq. (7) is re-
lated to the attenuation of the incident photons in the polymer window,
the second one accounts for the photon losses in the aluminum ohmic
contact, the third one takes into account the absorption in the dead
layer, the fourth one is the probability that a photon be absorbed in
the detector active region, and the fifth one takes into account the frac-
tion of photons arriving to the detector either through the open area or
across the silicon support grid, which represents a 23% of the total
detector area for the system used.

The thickness of the detector dead layer was determined by pro-
cessing the tugtupite, plagioclase, dolomite, diopside, kaersutite, wil-
lemite and calcite spectra, in an energy region where the efficiency
corrections are important (between 0.17 and 2.2 keV). The asymmetry
parameters (t;4 and (3;4) for elements with Z<15, and the dead layer and
carbon coating thicknesses were then determined by an iterative pro-
cess. After convergence, the dead layer thickness obtained was xp; =
3243 nm and the average of carbon coating thicknesses for these sam-
ples was Axc=3146 nm.

3.5. Fitting methodology for quantification

The optimization method implemented in the software POEMA re-
quires following certain minimization steps, checking the physical mean-
ing of the results obtained each time. In order to avoid local minima it is
convenient to begin from an adequate estimation of the values of the
parameters to be refined. In the present work, the initial values of the
concentrations were taken as the intensities of the corresponding char-
acteristic peaks normalized to unity. Characteristic energies given by
Bearden [26] were used, whereas the relative transition probabilities
for decays to K and L shells were taken from the articles published by
Limandri et al. [15] and Pia et al. [27].
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Certain global parameters were initially fitted in a wide region of
the spectra involving all the peaks: the scale factors for background
and for characteristic peaks (a and 3), the calibration parameters
(spectrometer gain and zero) and parameters related to the peak
width (electronic noise and Fano factor). Then, the elemental concen-
trations were also refined along with the carbon coating thickness,
using the dead layer thickness obtained as explained in the previous
subsection.

All the mass concentrations were obtained from the fitting of K
peaks due to the large uncertainties of the atomic parameters related
to L and M atomic shells, such as radiative transition probabilities,
fluorescence yields and, particularly, Coster-Kronig transition proba-
bilities [28].

A few spectra deserve some particular remarks. A case particularly
difficult was the rutile spectrum, due to the strong overlapping between
Ti-L and the O-K lines. The deconvolution was very complicated because
the detector resolution did not allow us to distinguish the different Ti-L
lines and, in addition, the corresponding relative transition probabilities
are not known with good precision. The optimization procedure began
from L relative transition probabilities obtained by extrapolation of the
data given by Pia et al. [27]. The spectrum was fitted initially in a wide
region (between 0.1 and 6 keV), refining the 3 constant for K and L
peaks, the O and Ti concentrations, the parameters related to calibration
and peak width, and the carbon coating thickness (starting from the av-
erage of the values obtained as explained in Section 3.4). Then, the tran-
sition probabilities were optimized in a region centered around the Ti-L
peaks. These two optimization steps were repeated until the conver-
gence was achieved. A similar method was applied for the hematite
spectrum.

As mentioned previously, the carbon coating thickness was refined
during the quantification procedure, but two exceptions were made for
minerals containing carbon (calcite and dolomite). In these cases, the
carbon thickness was set according to the average of the values obtained
from the other quantifications (corresponding to spectra measured in
the same period than those spectra).

3.6. Estimation of uncertainties

After convergence is achieved, the errors in the concentrations were
estimated by performing an additional optimization step, which involves
the global constants and the concentrations in a wide spectral region that
includes all the characteristic peaks of interest, provided the correlation
between the global parameters and the concentrations were less than
0.9. Otherwise, the global constants highly correlated were fixed and
the remaining parameters were refined.

For low statistic peaks, where certain parameters were optimized in
narrow spectral regions, the errors of the corresponding concentrations
were estimated by considering only the uncertainties related to exper-
imental statistics, i.e., assuming that errors due to matrix corrections
and to the other parameters involved in the prediction of the spectrum
are negligible.

The errors affecting the quantification process (with or without
standards) can be classified into five groups [29]:

1. Errors associated with counting statistics.

2. Errors associated with the sample and its preparation (e.g. dirty or
irregular surfaces, inhomogeneities, etc.).

3. Errors in the measuring process (e.g. fluctuations in the beam current,
uncertainties in the excitation potential, etc.) and in data processing
(e.g. determination of characteristic and background intensities).

4, Errors associated with the databases used for the physical parameters
involved in the quantification routine (e.g. backscattered electron co-
efficients, surface ionization, fluorescence yields, ionization cross sec-
tions, transition probabilities, attenuation coefficients, etc.).

5. Errors associated with the models used for the description and correc-
tion of the measured characteristic intensities (e.g. matrix corrections,

bremsstrahlung prediction, correction for the conductive coating,
detector efficiency, etc.).

In the case of standardless quantification of major and minor ele-
ments, the greater error sources correspond to groups 4 and 5. For
trace elements, instead, the uncertainties associated with counting sta-
tistics (group 1) are usually the most important ones.

The program POEMA estimates the uncertainties in the obtained
parameters by propagating the errors associated with counting statis-
tics, given by the square root of the number of counts, through the
function that describes the X-ray spectrum. This algorithm of error
propagation, roughly assumes that the analytical models used have
no error. In order to include other sources of error, the relative error
determined by the program is summed in quadrature with the rela-
tive uncertainty estimated for the detector efficiency correction and
with the relative errors of certain atomic parameters. Efficiency un-
certainties between 0.5% and 15% (depending on the energy of the
analyzed line) were obtained by assuming relative errors of 10% in
the detector characteristic thicknesses and the uncertainties estimated
by Chantler et al. for the mass absorption coefficients [30]. Regarding
the errors in the atomic parameters, the most influential ones are: the
error in the fluorescence yields, which is around 2% for K lines [31-33],
and the error in the ionization cross section, estimated as 5% for K
lines. This last estimation was performed from the analysis of a set of ex-
perimental determinations of ionization cross sections in thin targets,
where the errors in the target thickness, in the intrinsic detection effi-
ciency and in the solid angle subtended by the detector were considered
[35].

Another problem inherent to error estimation is that when param-
eters very correlated are refined together, the estimated uncertainties
are too large. In addition, the assignation of errors performed by the
software POEMA depends only on the parameters refined in the last op-
timization, regardless the whole process which involves several optimi-
zation steps. A more detailed description about this issue can be found
elsewhere [34]. The uncertainties estimated by POEMA for the concen-
trations obtained in the present work were below 40, 10 and 5% in most
of the cases, for trace, minor and major constituents, respectively.

4. Results and discussion

In Fig. 1, examples of the fits obtained are shown for kaersutite
(Fig. 1a) and rutile (Fig. 1b) spectra. These spectra were chosen because
they illustrate typical difficulties found in the whole set studied:
kaersutite is a mineral with many elements and rutile is a binary sample
(Ti-0), one of whose elements (Ti) presents intense L lines in the region
of the O-Ka peak.

The quantifications performed by the GENESIS Spectrum® software
were done by using the values of the detector parameters set by default
in that program. Two different correction factors were obtained to take
into account the carbon coating in the quantifications performed by
GENESIS before and after 2010. It was necessary to carry out these two
determinations because the standards had been re-coated in 2010, as
mentioned in Section 2. The determinations for the carbon coating cor-
rection factors were performed in three spectra representative of the
measurements done before 2010, corresponding to tugtupite, dolomite
and diopside, and in three spectra measured in 2011: albite, almandine
and bustamite. These samples were quantified by using the software
GENESIS with different carbon coating correction factors, to determine
the optimal factor that produced the concentration values closest to
the nominal ones. The correction factors obtained averaging the three
values corresponding to each group were 12 and 16 for the spectra mea-
sured before 2010 and during 2011, respectively. Even when it is known
that these factors are related to the conductive coating thickness, it is not
clear from the user manual which is exactly that relation.

In all the cases, for nominal and calculated values, the concentra-
tions of the elements detected were normalized to unity. In order to
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Fig. 1. Experimental and fitted spectra for a) kaersutite and b) rutile. Dots: experimental
data; lines: fitting performed by means of the software POEMA.

compare the quality of the programs, the determinations were carried
out by elements, i.e., no stoichiometric relation was used to link the con-
centration of different elements, even for elements with low energy
characteristic lines, such as C and O, except for H, Li and Be, which do
not present detectable characteristic lines. The possibility to analyze ele-
ments individually allows the user to perform quantification even when
stoichiometry is not known.

Tables 1 and 2 show the results of the quantifications performed.
As can be observed, the 74% of the concentrations determined with
POEMA, are closer to the nominal values than those obtained by the
EDAX commercial software. In Table S1 (Appendix), the absolute and
relative differences between each method and the nominal values are
also shown.

The relative differences of concentrations obtained with both pro-
grams with respect to the nominal values, AC/C, are shown in the histo-
grams of Fig. 2. The centers of the histograms are placed at 2.4% and
0.04%. In addition,106 of the 159 cases studied present AC/C values
lower than 0.08 and 0.04 for the quantifications performed by GENESIS
and POEMA, respectively, showing a better performance of the latter. It
must be noted that these relative differences are of the same order of
magnitude as the uncertainties estimated in the present work.

In Fig. 2a, the results published by Newbury et al. [2,8] using the quan-
tification software DTSA [36], were also included. Basically, DTSA pro-
gram calculates k ratios, where the intensity corresponding to the pure
standards is predicted from the first principles involving different models
for the K-, L- and M-shell ionization cross sections. Newbury et al. [2] con-
cluded from a particular set of samples that standardless methods are not
reliable. For this reason, even when the particular set of samples and
experimental conditions used for DTSA quantifications are different to
the ones used in this work, the comparison among the three methods is
of interest to decide if the performance of standardless methods has
changed with the improvement of X-ray detection spectrometers and

quantification procedures. It must be emphasized that the set of spectra
used in the present paper has a higher degree of difficulty to perform
quantification than the set used by Newbury et al. Particularly, the sam-
ples quantified with DTSA were a set of compounds with a well known
stoichiometric relation. The determinations were carried out avoiding
deconvolution problems by choosing the samples with negligible peak
interference in almost all the cases [2]. These authors mostly worked
with K lines, although they included some L and M lines in their study.
It is important to note that in that work, only elements with concentra-
tions greater than 1% were considered, in other words, trace elements
were not taken into account. In addition, light elements such as oxygen
were quantified by means of the stoichiometric relation. The lower char-
acteristic energy analyzed by Newbury et al. [2] was 0.93 keV, i.e., the
Cu-Laline energy. As can be seen from Fig. 2a, the histogram correspond-
ing to their data is centered around — 0.71%, with a standard deviation of
36%.

If major, minor and trace elements are taken into account, the 51% and
the 72% of the concentrations determined with GENESIS and POEMA, re-
spectively, deviate from the nominal concentrations less than 5%. As
expected, both programs present the major relative differences for trace
elements. This fact is inherent to all the EPMA analytical methods, with
or without standards. This difficulty is mainly due to the uncertainties re-
lated to measurement statistics, which are important for weak peaks. In
such cases, the differences from the nominal concentrations can reach
150% and 200% for POEMA and GENESIS, respectively. Nevertheless,
when trace elements are disregarded, the spread of the calculated con-
centrations is markedly reduced (see Fig. 2b) and the maximum devia-
tion decreases to 32% for both programs. In this last case, the 93% of our
results present values AC/C between —10% and 10%, which is greater
than the 68% and than the 25% obtained with GENESIS and DTSA (for a
different set of samples), respectively. On the other hand, even when
boron and nitrogen nominal concentrations in the BN spectrum are
greater than 40%, both programs, GENESIS and POEMA, have difficulties
in the quantification of these elements. This fact occurs because the B-K
peak is placed at a very low energy (0.18 keV), where the detector
efficiency is not known with a good precision. Furthermore, the matrix
corrections could not be well predicted for the two elements involved;
particularly for boron.

Although the GENESIS software has the possibility to make specific
corrections for B, C and N, the use of samples of known composition sim-
ilar to the unknown sample is required in a preliminary step, i.e., the use
of standards becomes necessary. The deviations of the concentrations
from the nominal values for oxygen (major element in all the studied
cases) determined with POEMA were less than 6% for 27 of the 28 spectra
involving this element. Therefore the estimation for the detection effi-
ciency and the atomic parameters involved in this software, are properly
described for oxygen. The quantification of carbon is more complicated,
particularly due to the contribution of the conductive carbon coating.
Only two samples containing carbon were quantified (calcite and
dolomite). In the case of calcite, the performance of POEMA was better,
while for dolomite, GENESIS led to better results. The most unfavorable
cases are indicated in Fig. 2b).

If the effects caused by the conductive coating were not taken into
account, important errors could arise in the quantification procedure,
mainly for light elements, whose characteristic photons are strongly
absorbed by carbon. For instance, the oxygen concentration obtained
with POEMA for olivine was 0.438, which is very close to the nominal
value (0.439), while if this sample is quantified neglecting the influence
of the conductive cover, the concentration would result to 0.410.

Unlike GENESIS software, POEMA allows the optimization of the car-
bon coating mass thickness along with the concentrations. The mean
values obtained for the coating thickness, assuming a carbon density
of 2.27 g/cm® were (29 +4)nm and (834 7)nm for the spectra mea-
sured before 2010 and for the ones acquired during 2011, respectively.
Nevertheless, it is important to remark that, according to Reed [37], the
density of the deposited carbon film can be quite less than this value.
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Table 1

Mass concentrations obtained with the present method and with the commercial soft-
ware GENESIS by EDAX compared to the nominal values. Numbers in parentheses are
the estimated uncertainties in the two last digits.

Sample EL Nom. EDAX POEMA
Axc (nm)
Anhydrite® 0] 0.4701 0.4833 0.476(46)
35(2) S 0.2355 0.2355 0.236(13)
Ca 0.2944 0.2812 0.288(17)
Calcite® C 0.1202 0.0921 0.127(20)
0] 0.4799 0.5036 0.475(46)
Ca 0.3999 0.4043 0.398(22)
Diopside® (0] 0.4439 0.436 0.445(43)
32 (1) Mg 0.1125 0.12 0.1117(65)
Si 0.2593 0.273 0.264(15)
Ca 0.1843 0.1673 0.180(10)
Dolomite® C 0.1306 0.1124 0.171(27)
(0] 0.5208 0.5173 0.491(47)
Mg 0.1308 0.1499 0.1244(72)
Ca 0.2178 0.2204 0.214(12)
Kaersutite® 0] 0.4309 0.4396 0.430(42)
29.6 (7) Na 0.0182 0.0186 0.0187(41)
Mg 0.0762 0.0817 0.0788(46)
Al 0.0658 0.0697 0.0685(40)
Si 0.1886 0.1953 0.194(11)
K 0.0098 0.0082 0.00799(54)
Ca 0.0831 0.0743 0.0808(46)
Ti 0.0304 0.0291 0.0310(19)
Mn 0.0014 0.0012 0.0011(10)
Fe 0.0957 0.0824 0.0893(51)
Olivine® (0] 0.4393 0.4343 0.438(42)
31.5(9) Mg 0.3044 03139 0.304(18)
Si 0.1946 0.1975 0.194(11)
Fe 0.0587 0.0518 0.0611(36)
Ni 0.003 0.0025 0.00308(44)
Pentlandite® S 0.3301 0.3347 0.319(18)
29 (1) Fe 0.3077 0.3026 0.298(17)
Co 0.001 - 0.00197(61)
Ni 0.3612 0.3627 0.381(22)
Plagioclase® 0] 0.4717 0.4738 0.466(45)
26.6 (2) Na 0.0324 0.0345 0.0320(19)
Al 0.1513 0.1555 0.1552(90)
Si 0.2539 0.2525 0.257(14)
K 0.0034 0.0024 0.00251(88)
Ca 0.0845 0.0783 0.0842(49)
Fe 0.0029 0.003 0.0033(13)
Tugtupite® 0] 0.4185 0.4151 0.417(40)
31.7 (5) Na 0.2004 0.209 0.198(11)
Al 0.0588 0.0597 0.0587(35)
Si 0.2449 0.2481 0.250(14)
Cl 0.0773 0.0681 0.0773(45)
Willemite® 0] 0.294 0.3006 0.309(31)
35(1) Si 0.1313 0.1395 0.1154(90)
Mn 0.0373 0.0382 0.0330(19)
Zn 0.5374 0.5217 0.543(31)
Quartz® (0] 0.5326 0.5147 0.515(50)
25(1) Si 0.4674 0.4853 0.485(27)
Hematite® (0] 0.3006 0.3153 0.287(28)
25 (1) Fe 0.6994 0.6847 0.713(40)
Rutile® 0] 0.4006 04119 0.400(39)
23 (1) Ti 0.5994 0.5881 0.600(34)
Sphalerite S 0.3292 03172 0.319(19)
74 (2) Zn 0.6708 0.6828 0.681(40)
Skutterudite Fe 0.0095 0.0096 0.00948(68)
83 (2) Co 0.1547 0.1351 0.148(11)
Ni 0.044 0.0409 0.0440(26)
As 0.7918 0.8143 0.799(45)
Albite (6] 0.4876 0.4842 0.485(47)
81 (7) Na 0.086 0.0834 0.0855(50)
Al 0.1034 0.1051 0.1021(59)
Si 0.3203 0.3234 0.324(18)
K 0.0018 0.0017 0.00149(47)
Ca 0.0009 0.0021 0.00148(92)
Almandine 0 0.4201 0.4231 0.425(41)
84 (3) Mg 0.0645 0.0605 0.0596(34)
Al 0.1167 0.1192 0.1149(67)
Si 0.1832 0.1916 0.185(10)
Ca 0.03 0.027 0.0276(18)

Table 1 (continued)

Sample EL Nom. EDAX POEMA
Axc (nm)
Mn 0.0046 0.0061 0.00291(22)
Fe 0.1809 0.1725 0.185(11)
Apatite 0 0.3807 0.4046 0.404(39)
85 (2) F 0.0377 0.0263 0.0420(30)
P 0.1842 0.1829 0.177(10)
Ca 0.3974 0.3862 0.378(21)
Biotite 0 0.4419 0.4460 0.457(44)
91 (1) Mg 0.1184 0.1245 0.1196(70)
Al 0.0805 0.0814 0.0778(46)
Si 0.1820 0.1885 0.179(10)
K 0.0828 0.0764 0.0798(46)
Ti 0.0107 0.0113 0.0104(67)
Fe 0.0838 0.0719 0.0759(51)
BN B 0.4356 0.5592 0.343(55)
99 (4) N 0.5644 0.4408 0.657(60)

2 Spectra measured before 2010.

In Fig. 3 the rhodonite spectra measured before and after the stan-
dard re-coating are compared (see Section 2). Assuming a thin film
approximation for the conductive coating, the C-K intensity is propor-
tional to the film thickness. For these spectra, the ratio between the
intensities of the carbon peaks is 2.7. This value is in agreement with
our refinement algorithm, since the ratio between the mean thickness
obtained with POEMA for the spectra measured in 2011 and those ac-
quired before 2011 is 2.9 £ 0.4. The corresponding ratio obtained with
GENESIS is, instead, 1.33.

5. Conclusions

In the present work, 159 concentration values were obtained, cor-
responding to 36 standards, by means of the standardless quantifica-
tion software POEMA. For this set of standards, the performance of
POEMA was compared with the commercial software GENESIS Spec-
trum®. From the 159 values, 26 belong to trace elements, i.e., elements
with concentrations less than 1%

The quantifications performed with POEMA were better than the
ones carried out with GENESIS in the 74% of the cases studied. If trace el-
ements were excluded from the data set, the 93% of the concentrations
obtained here would present differences relative to the nominal values
lower than 10%. Besides the greater accuracy in the obtained concentra-
tions, an important advantage of POEMA is its possibility of refining the
conductive coating thickness.

Both software presented important differences with the nominal
values in samples containing light elements, such as B, C and N. This
discrepancy is mainly due to the uncertainties in the detector efficiency
in the low energy region, which is crucial for the determination of con-
centrations. Thus, a more exhaustive study of the behavior of Si(Li) and
silicon drifted detectors for energies lower than 0.4 keV would be of in-
terest. In addition, mass absorption coefficients and certain atomic pa-
rameters necessary for the quantification procedure are poorly known
for low energies.

Notice that the estimation of uncertainties is a very complex problem.
In addition, the criteria used for it are not exempt of certain degree of ar-
bitrariness. For this reason, most of the quantification software do not
give any estimation for the errors. The program POEMA, instead, allows
the estimation of the uncertainties in the refined parameters, particular-
ly, the mass concentrations. It must be noted that the concentration un-
certainties estimated by POEMA were, except for a couple of cases, of the
same order of magnitude as the deviations to the nominal values. As
expected, the estimated relative uncertainties were greatest for trace el-
ements, up to 40% in most of the cases, while for minor and major con-
stituents the errors were in general lower than 10 and 5%, respectively.

The relative deviations of the concentrations calculated with POEMA
with respect to the nominal values were lower than 0.04, for the 66%
of the constituents analyzed, while this figure was 0.08 and 0.35 for
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Table 2

Mass concentrations obtained with the present method and with the commercial soft-
ware GENESIS by EDAX compared to the nominal values. Numbers in parentheses are
the estimated uncertainties in the two last digits.

Sample EL Nom. EDAX POEMA
Axc (nm)
Bustamite (] 0.3841 0.4005 0.398(39)
85 (1) Na 0.0004 0.0012 0.00040(53)
Mg 0.0013 0.0024 0.00123(16)
Si 0.2248 0.2406 0.226(13)
Ca 0.1353 0.1251 0.1300(74)
Mn 0.1885 0.1713 0.179 (10)
Fe 0.0633 0.0577 0.0606(38)
Zn 0.002 0.0013 0.00500(75)
Chlorite 0 0.5198 0.5093 0.525(51)
88 (2) Mg 0.2054 0.204 0.197(11)
Al 0.0973 0.1054 0.1004(60)
Si 0.1427 0.1471 0.1415(89)
Cr 0.0068 0.0096 0.00951(88)
Fe 0.0261 0.0242 0.0250(21)
Ni 0.0019 0.0004 0.00135(20)
Cry03 0 0.3157 0.3886 0.356(35)
67 (1) Cu 0.6843 0.6114 0.644(37)
Cuprite (¢} 0.1118 0.1364 0.115(11)
74 (1) Cu 0.8882 0.8636 0.886(50)
Spodumene (6] 0.5359 0.524 0.540(53)
86 (1) Al 0.1506 0.1517 0.1446(85)
Si 0.3135 0.3243 0.316(18)
Fluorite F 0.4867 0.4587 0.492(29)
85 (2) Ca 0.5133 0.5413 0.508(29)
GaAs Ga 0.482 0.4088 0.437(26)
79 (2) As 0518 0.5912 0.536(31)
Pyrope garnet (6] 0.4434 0.4465 0.451(44)
84 (2) Mg 0.1167 0.1214 0.1184(69)
Al 0.1129 0.1125 0.1097(64)
Si 0.194 0.2028 0.196(11)
Ca 0.0332 0.0285 0.0289(20)
Ti 0.007 0.0064 0.00656(68)
Cr 0.0039 0.0033 0.00305(55)
Mn 0.0021 0.0023 0.0021(28)
Fe 0.0868 0.0763 0.0837(57)
Jadeite 0 0.4735 0.4685 0.478(46)
83 (2) Na 0.1119 0.105 0.1068(63)
Al 0.1304 0.1277 0.1248(73)
Si 0.2771 0.2881 0.282(16)
Ca 0.0055 0.0069 0.00655(42)
Fe 0.0016 0.0038 0.00204(16)
Magnetite (6] 0.2767 0.294 0.275(27)
86 (1) Cr 0.0014 0.0018 0.00060(11)
Fe 0.7219 0.7042 0.724(41)
Ni,Si Si 0.193 0.2117 0.187(11)
86 (2) Ni 0.807 0.7883 0.812(46)
Obsidian (] 0.48845 0.483 0.496(48)
87 (2) Na 0.03023 0.029 0.0298(18)
Al 0.06971 0.0702 0.0657(39)
Si 0.34713 0.3609 0.347(20)
a 0.00362 0.0032 0.00294(30)
K 0.04198 0.03754 0.0413(26)
Ca 0.00542 0.00492 0.00500(59)
Fe 0.01346 0.01124 0.0118(13)
Periclase (¢} 0.3969 0.4034 0.405(40)
74 (2) Mg 0.6031 0.5966 0.595(35)
Pyrite S 0.5345 0.541 0.528(30)
88 (2) Fe 0.4655 0.459 0.472(27)
Rodonite 0 0.3708 0.3908 0.373(36)
83 (1) Mg 0.0053 0.0049 0.00468(66)
Si 0.2146 0.2294 0.221(12)
Ca 0.0456 0.041 0.0413(24)
Mn 0.2915 0.2664 0.290(16)
Fe 0.012 0.0156 0.0122(11)
Zn 0.0602 0.052 0.0586(74)
Sanidine 0 0.4635 0.4552 0.467(45)
82 (1) Na 0.0223 0.0226 0.0243(15)
Al 0.0995 0.1036 0.0984(57)
Si 0.3028 0.3171 0.308(17)
K 0.1007 0.0887 0.0955(55)
Fe 0.0014 0.0015 0.0013(33)
Ba 0.0098 0.0113 0.00574(69)
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Fig. 2. Histograms of the differences of concentrations relative to the nominal values
obtained in this work by means of the standardless quantification programs POEMA
(black hollow bars) and GENESIS Spectrum® (gray full bars). a) Results obtained by
Newbury et al. [2] for the quantification with the DTSA program for other set of samples
(gray hollow bars) are also included. b) Histogram obtained by excluding trace elements
(concentrations less than 1%). The black and gray rectangular frames comprise the 95% of
the cases for POEMA and GENESIS, respectively.

GENESIS and DTSA, respectively. This improvement allows us to state
that the results obtained with the standardless algorithm of quantifica-
tion presented here were reliable within a good degree of accuracy.
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