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An experimental procedure to determine metallic thin film thicknesses by using electron probe
microanalysis (EPMA) is presented. Several monoelemental films of Al, Ti, Cr, Cu, Nb, Mo and Au
with different thicknesses, deposited on an Si substrate, were characterized by Rutherford backscattering
spectrometry for thickness measurement. Characteristic x-ray intensities were measured for films, substrate
and bulk standards. The ratios of these intensities (k-ratio), were compared with those obtained from
Monte Carlo simulations based on the subroutine package PENELOPE, and good agreement was found.
The results from simulation and experiments were added to build calibration curves of k-ratio vs thickness

for the monoelemental films investigated. A simple analytical function was fitted to these curves and the
behavior of its parameters with atomic number was studied. Copyright © 2001 John Wiley & Sons, Ltd.

INTRODUCTION

The study of nanostructured material or near-surface mod-
ified materials (e.g. nitrating, ion implantation) evaluates
structural, magnetic and electric properties. It usually
requires the knowledge of the thickness and composition of
the surface layer. Several techniques can be used to this end,
e.g. Rutherford backscattering spectrometry! (RBS). In this
technique, the material is irradiated with a-particles with
incident energy in the range 0.5-1.5MeV. These particles
interact with the atoms in the material and the backscattered
fraction is quantified in number and energy distribution.

With RBS it is possible to determine the atomic mass
of sample constituents, the occurrence of impurities and
the depth distribution of the atomic species. The possibility
of determining thin-film thicknesses is of special interest
for this work. However, some difficulties are observed
when characterizing thicknesses <20nm or >500nm or
when differences between atomic numbers in the sample
are small (e.g. Al/Si.). Electron probe microanalysis (EPMA)
was used in this work as a complementary technique to RBS
to overcome some of these difficulties.

In EPMA, elements are differentiated through character-
istic x-rays. Typical lateral resolutions are around 1 um, and
the technique can be used to determine thicknesses in a wide
range from several micrometers down to a few monolayers.
The beam electrons interact with the sample by means of
elastic and inelastic scattering within the so-called ionization
volume. The ionization depth distribution depends on the
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incoming energy of the electrons (E)) and average atomic
number (Z) of the sample.? Irradiation of a monolayer thin
film deposited on a bulk substrate with fixed E,; will induce
the generation of characteristic x-rays from film and substrate
in relative amounts defined by the ionization depth distri-
bution in the interaction volume. By changing the thickness
of the film, different relative intensities from film and sub-
strate are generated. These intensities of characteristic x-rays
from film and substrate are compared with bulk standards,
defining a quantity called the k-ratio.

The EPMA characterization of films deposited on a
substrate has been studied by several groups,®>~1° following
different approaches. Usually a semiempirical analytical
function is proposed to predict the film thickness.>=8
Certain parameters involved in the analytical description
are not easy to establish from a pure theoretical basis,
and Monte Carlo simulation’ 1! became a powerful tool
to assess them. In the present work, an experimental
procedure was followed to construct calibration curves
relating experimental k-ratio to film thickness. This approach
is restricted to the particular set of samples considered but
could be extended to other film-substrate configurations
by performing new measurements. On the other hand, the
semiempirical analytical procedures are more general, but
involve several approximations, which are not assumed in
the method proposed here.

The calibration curves were obtained by measuring
EPMA k-ratios for several monoelemental films of different
thickness; these results were assigned to the corresponding
thicknesses determined from RBS measurements. Thickness
values obtained from RBS were also used as input parameters
for Monte Carlo simulation using the PENELOPE code,'? in
order to compare the results from experiment and simulation.

Copyright © 2001 John Wiley & Sons, Ltd.
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The simulation results were added to extend the thickness
range of the calibration curves for the monoelemental films
investigated. A function was fitted to these curves and the
behavior of its parameters with atomic number was studied.

EXPERIMENTAL

Monoelemental films were sputter-deposited on Si(111)
substrates using a Balzers BAS-450 deposition system.
Elements used for measurements of characteristic Koo x-
rays were Al, Ti, Cr and Cu and elements used for
Lo measurements were Cu, Nb, Mo and Au. All films
were deposited under the same control parameters of the
equipment. Different thicknesses were obtained by varying
the sputtering times. Table 1 gives the sputtering times for
the set of films under investigation. Au films were vapor
deposited over an Si(111) substrate.

Results from RBS were acquired from a Tandetron
Accelerator from High Voltage Engineering with 3 MeV at
the Laboratério de Implantacao de fons at the Universidade
Federal do Rio Grande do Sul, Brazil. Ion beams of a-particles
with energies of 760 keV and 1 MeV were used. The system
resolution was 14 keV and beam current was low enough
to avoid experimental artifacts such as pile-up or sample
heating.

EPMA measurements were performed in a CAMECA
SX-50 at the Laboratério de Microssonda Eletronica of the
Universidade Federal do Rio Grande do Sul. Characteristic
x-ray intensities were determined by wavelength-dispersive
spectrometry. The crystals used were TAP (Al Ko, Si Ko, Cu
La, Nb La), PET (Ti Ko, Cr Ko, Nb Lo, Mo La), and LIF
(Cu Ko, Au Le). The electron beam acceleration voltage was
varied between 10 and 20 keV in steps of 1 or 2 keV. The beam
current was set 10 nA and the beam diameter was 1 um. The
acquisition time was 30 s in each analyzed position for the
signals from film, substrate and corresponding standards.

XRS

at the surface (Cu-edge), (ii) atoms of copper located at the
interface (Cu/Si-edge) and (iii) atoms of silicon at the same
interface (Si-edge). Film thicknesses Ax; corresponding to
different deposition times are also indicated. The energy
width AE, corresponding to the difference between the Cu-
edge and the Cu/Si-edge, is proportional to film thickness.
Signal from a copper bulk sample is also shown. The inset
shows the geometry of the experiment schematically.

The first step to determine film thickness from the RBS
spectrum is to obtain the energy width AE. This quantity can
be determined by fitting the spectral region related to the
film using the function

X-C
v et (S5E0) o (X2 o (7))

B+S

where A is a scale factor proportional to acquisition time, B
is the width of the error function at the Cu-edge, C accounts
for the energy position of the Cu-edge, D is AE, S takes into
account the signal width at the Cu/Si interface due to the
‘straggling’ of a-particles at this position, X is the a-particle
energy (keV), Y is the number of counts and T is a free
parameter.

The first error function fits the signal from the Cu/Si
interface and the second the signal from the surface, and the
exponential factor modulates the signal amplitude due to the
increase in the cross-section of the a-particle with decreasing
energy.

The next step is to calculate the integrals
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Figure 1 shows typical RBS spectra for Cu thin films with From Eqns (2) and (3),
varying thickness. Energy edges are indicated for a-particles
backscattered from collisions with (i) atoms of copper located cos ©,F(KE, E1) — cos ®F(Eg, E) =0 4)
Table 1. Sputtering deposition time for the films and the thickness determined by RBS
Deposition = Thickness Deposition Thickness Deposition Thickness Deposition Thickness
time (min) (nm) time (min) (nm) time (min) (nm) time (min) (nm)
Cu Ti Cr Nb
1 128.0 1 34.6 1 57.5 1 394
2 280.4 2 69.5 2 112.9 2 78.8
3 437.2 3 91.6 3 164.8 3 123.1
- - 4 142.2 4 217.2 4 160.0
Mo Al Au
1 59.6 1 83.9 0.5 46.7
2 119.7 2 187.1 1.5 101.7
3 174.2 3 265.2 25 145.6
- - 4 401.5 -

Copyright © 2001 John Wiley & Sons, Ltd.
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Figure 1. Rutherford backscattering spectra from monoelemental films of Cu, sputter deposited on Si substrate for different times
(A, 1 min; O, 2 min; 0, 3 min; solid line, bulk Cu) Ax; represents the film thickness. Vertical arrows indicate the edge positions at the

film surface, film/substrate interface and bulk material.

where
Z A, E(+D B
F(KE, Ey) = "7) and
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The energy loss (dE/dx) is determined by fitting a tenth-
order polynomial with data generated from the simulation
software SR.EXE which is part of the software package TRIM,
version 1992, where values for stopping power and range of
a-particles as a function of energy are calculated by using the
ZBL procedure.'® The angles ©; and ©, are determined from
the experimental geometry. ©; is the angle between ion beam
and the normal to the surface and ©,is the angle between the
detector position and the normal to the surface. In the present
work they were set to 0 and 160°, respectively. Ey is the energy
of the incident particles. K is the kinematic factor. KEy is the
energy of the a-particles backscattered from the surface of
the film. E is the energy of the a-particles immediately before
scattering at the film /substrate interface and is unknown. KE
is the energy of the a-particles immediately after scattering
at the film/substrate interface and E; is the energy of the
particles scattered from the interface when emerging from the
film surface. The iterative numerical procedure presented in
this section was developed by one of the authors (J. Kaschny)
to determine E, and using Eqn (2) or (3), determine the
thickness x. Table 1 shows all film thickness values calculated
by means of the procedure described above.

Electron probe microanalysis

Films were characterized by EPMA through the parameter
k-ratio, defined as the ratio between the characteristic x-ray
intensity emerging from the film and the intensity measured
from a bulk standard of the same (pure) composition. A
similar ratio is defined for the signal from the substrate. The

Copyright © 2001 John Wiley & Sons, Ltd.

nomenclature for k-ratios from film and substrate is

Ir
Kg = —
" I
for the film and
Is
Ksg = —
57 Ing

for the substrate, where I is the intensity of characteristic x-
rays emerging from the film, Igr is the intensity measured in
a bulk standard with the same monoelemental composition
as the film, Is is the intensity from the substrate material
and Igs is the intensity measured in a bulk standard with the
same monoelemental composition as the substrate.

Figure 2 shows the typical behavior of the k-ratio as a
function of electron beam energy for the case of Al/Si and
Cu/Si films. This kind of result allows one to determine the
best option of the energy value to be used when constructing
calibration curves for a specific range of thickness. For the
nominal thickness chosen for Al films, the difference between
values of the k-ratio is higher for decreasing values of Ej.
The sensitivity for differentiating films with close thickness
values will therefore be greater for low E, values.

Monte Carlo simulation technique

Monte Carlo simulation results presented in this work were
obtained using the subroutine package PENELOPE (Penetra-
tion and ENErgy LOss of Positrons and Electrons)'? and the
simulation code PENSPT™ to generate characteristic x-ray
spectra. Electron interactions are divided into two contri-
butions, elastic and inelastic scattering. The realistic cross-
sections used to describe them produced results successfully
in a wide range of applications with the energy of elec-
trons and photons impinging materials varying from 1 GeV
down to 100 eV.">7 In addition, some results produced
by PENELOPE were compared with a more rigorous (and
slow) simulation code.'® In the present work, the simulation

X-Ray Spectrom. 2001; 30: 253-259
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Figure 2. Experimental results for k-ratio versus electron beam energy for (a) Al and (b) Cu films deposited on Si substrate.
Numbers 1, 2, 3 and 4 are deposition times in minutes for the film and indicate the measured signal from the films. Numbers |, II, Il
and IV indicate the corresponding signal measured from the Si substrate.
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Figure 3. Plots of k-ratio vs thickness with results from experiment and MC simulations for (a) Al/Si, (b) Ti/Si, (c) Cr/Si (only
simulations) and (d) Cu/Si films. Open symbols are related to experimental results and solid symbols represent results from Monte
Carlo simulations for film and substrate material. The calibration curve, represented by dots, was fitted using Egn (6). Electron beam

energy was 12 keV for these results.

results consist of the spectral distribution of characteristic
and bremsstrahlung photons emitted by the sample.

The geometry of monoelemental films of Al, Ti, Cr and
Cu over an Si substrate was simulated at an energy of 12 keV.

Copyright © 2001 John Wiley & Sons, Ltd.

The same energy was used to simulate bulk standards for

the same elements.

Figure 3 shows experimental and simulated EPMA
results for k-ratio vs thickness determined from RBS. For

X-Ray Spectrom. 2001; 30: 253-259
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comparison between experiment and simulation, some of
the thickness values used for the simulation were those
determined from RBS. Because of the good agreement
observed, several simulations were performed to extend
the thickness range of these curves. Cr/Si films were not
characterized by EPMA and only results from simulation are
presented in the figure.

DISCUSSION

The combined use of experimental and simulated data
allowed us to obtain calibration curves in a wide thickness
range. For practical use of these results, a simple analytical
function was fitted according to a general behaviour
proposed previously:!!

KF -1— e—(Ax+sz) and KS — e—(CXJerZ)

(6)

where Ky and K are the k-ratio for film and substrate,
respectively, and A, B, C and D are free parameters
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Determination of metallic thin film thickness by EPMA

adjusted from the experimental results. Figure 4(a) shows
the simulated k-ratio values for Al, Ti, Cr and Cu films
at 12 keV incident energy as a function of film thickness.
The corresponding fitting curves given by Eqn (6) are also
plotted. As can be seen, the curves have a strong dependence
on film atomic number. In order to analyze the results
independently of film density, the variable x in Eqn (6) is
changed to px and the results from the fitting curves are
shown in Fig. 4(b). The dependence of film signal on atomic
number remains evident. On the other hand, the signal from
the substrate exhibits a more clustered behavior. These trends
are quantitatively accounted for by the parameters A, B, C
and D in Eqn (6). The variation of these parameters with
atomic number is depicted in Fig. 5. Table 2 presents the
values of linear and quadratic fitting parameters to obtain K
and K, at Ko x-ray lines, at 12 keV electron beam energy.
Equation (6) resembles attenuation curves, hence the
parameter A can be associated with the attenuation of

k-ratio

mass thickness px (g/cm?) (x1074)

b)

Figure 4. (a) k-ratio vs thickness and (b) k-ratio vs mass thickness with results from MC simulations for Al/Si, Ti/Si, Cr/Si and Cu/Si
films and substrate. The calibration curves were fitted using Eqn (6). Electron beam energy was 12 keV for these simulations.
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Figure 5. Plots of (a) linear and (b) quadratic fitting parameters against the atomic number from the films characterized through K«

x-ray lines and using Eqn (6). Electron beam energy was 12 keV.
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Table 2. Values of linear and quadratic fitting parameters to
obtain Kr and Kg, for Ka x-ray lines using Eqn (6) with x
changed to px (electron beam energy was 12 keV)

A B C D
Element (cm? g1y (cm* g72) (ecm® g!) (cm?* g72)
Al (Z =13) 1694.6 38222021.8 7183.9 21896523.6
Ti (Z = 22) 4662.4 27119260.4 6023.0 22179413.6
Cr(Z=24) 5997.7 23300101.1 6088.7 24327400.1
Cu(Z=29) 119369 —3631304.5 10441.0 11153469.6

electrons and photons in the films whereas electron
backscattering and other effects are accounted for by the
parameter B. These phenomena are manifested in the values
of k-ratio through a balance between the linear and quadratic
terms in Eqn (6). For a given incident beam energy and film
mass thickness, an increase in film atomic number will result
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in more efficient stopping of electrons, and therefore more
ionizations will occur within the film. This in turn results
in a smaller number of ionizations originated by electrons
backscattered from the substrate. This behavior is observed
in Eqn (6) by the dominance of the linear term in the expo-
nential function. For increasing penetration depth inside the
film, the electron beam energy decreases and the elastic scat-
tering is more probable, and the quadratic term in Eqn (6)
is dominant in this case. Figure 6 shows the mass-depth
functional behavior of the linear and quadratic terms (A and
B) for Ti and Cu Ke lines. A crossover between linear and
quadratic terms is observed to occur at a higher depth with
increasing film atomic number. Parameters C and D, related
to the substrate signal, show the same trend, although not as
evident.

When considering films with characteristic La x-rays, the
opposite behavior is observed for the linear and quadratic
coefficients in Eqn (6). Figure 7 shows the behavior of linear
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Figure 6. Functional behavior of the linear term and quadratic term in the exponential, and k-ratio of Eqn (6) for (a) Ti/Si and
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Figure 7. Plots of (a) linear and (b) quadratic fitting parameters against the atomic number from the films characterized through Lo«

x-ray lines and using Eqn (6). Electron beam energy was 12 keV.
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Table 3. Values of linear and quadratic
fitting parameters to obtain K, for La x-ray
lines using Eqn (6) with x changed to px
(electron beam energy was 12 keV)

Element A(cm? g_]) B(cm?* g‘z)
Cu(Z=29) 9510.2 953403.87
Nb (Z = 41) 4550.28 4.67588 x 100
Mo (Z = 42) 2856.8 5.26282 x 10°
Au(Z=79) 613.68 9.91468 x 10°

and quadratic parameters as a function of atomic number
of films with elements characterized using Lo lines (Cu,
Nb, Mo and Au films). The solid lines are the fitting
curves using the function for K¢ given in Eqn (6). The linear
parameter decreases and the quadratic parameter increases
with increasing atomic number (Table 3). The attenuation
term dominates the backscattering term for lower mass
depths. Further studies are in progress to increase the
database for elements characterized using L« lines in order
to investigate the difference in the behavior of the linear and
quadratic terms.

A comparison of the experimental k-ratios given by
Bastin ef al.® and the corresponding values obtained from
Eqn (6) for two different thicknesses of Ti films on an Si
substrate was performed. For a thickness of 23.63 ug cm =2 the
corresponding measured k-ratio was 0.10 against 0.12 from
Eqn (6). For the other film with thickness 4.64 ug cm~2 the
measured k-ratio was 0.014 against 0.022 from Eqn (6). The
reasonable agreement for the first thickness was obtained
in spite of the differences in the methods used in each
work to determine thicknesses (RBS vs sheet resistivity).
Uncertainties related to these methods can encompass the
differences observed in k-ratios. For the second thickness
(around 10 nm), the discrepancy is due to the extrapolation of
Eqn (6) out from its range of validity, since Ti film thicknesses
used in this work to obtain the parameters A and B in Eqn (6)
were between 34 and 142 nm. It should be emphasized that
this kind of comparison is very difficult to perform, since
several experimental conditions must be the same in both
sets of data to be compared (take-off angle, incidence energy,
film—substrate configuration, etc.).

CONCLUSIONS

EPMA was used in addition to RBS in order to construct
calibration curves to determine thicknesses for a set of
monoelemental films by measuring characteristic Ka and
La x-ray intensities.

Experimental results for k-ratio values were compared
with Monte Carlo simulations using the PENELOPE code
and good agreement was found. This corroborates the
models for electron—matter/photon—matter interactions

Copyright © 2001 John Wiley & Sons, Ltd.
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assumed in the code when applied to thin-film geome-
try. This comparison was restricted to Ko lines, since the
simulation of characteristic La lines was not available in
PENELOPE.

Combined data from both experiment and simulation
were used to extend the results to a wide range of film
thicknesses. A second-order exponential function was used
to fit the data and its parameters were evaluated in terms
of film atomic number. The role of these parameters was
assumed to correspond to a competing effect of electron
attenuation and elastic recoil.

By performing fast measurements (a few minutes), the
intensity of x-ray emission from film, substrate and bulk
standards from the same materials can be performed to
obtain the k-ratios. These k-ratios values and the values
of the linear and quadratic parameters can be used in
the exponential function to obtain the mass thickness of
a monoelemental film.
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