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Fe and Ni L X-ray spectra

A. Sepúlveda,a T. Rodŕıguez,a P. D. Pérez,a A. P. L. Bertol,b A. C. Carreras,a

J. Trincavelli,a M. A. Z. Vasconcellos,b R. Hinrichsc and G. Castellano*a

Fe-L and Ni-L X-ray spectra induced by electron impact were analyzed. The measurements were made on

bulk samples using a commercial wavelength dispersive spectrometer, and the spectra were processedwith

a parameter optimization method previously developed. This procedure allowed for the determination of

characteristic energies, relative transition probabilities and natural linewidths. The results obtained are

compared to the data found in the literature, when available. Satellite and radiative Auger emissions were

also analyzed, energy shifts and relative intensities being determined. Many of these parameters were

determined for the first time, which was possible due to the robustness of the spectral processing

method used. The line profile introduced here takes into account the differential attenuation at both

sides of the absorption edge.
1 Introduction

A precise knowledge of certain atomic parameters, such as
characteristic energies, relative transition probabilities (RTP)
and natural linewidths, is the key to give a detailed description
of the fundamental processes that govern the interaction of
electrons with matter. Any advance in the knowledge of these
parameters constitutes a contribution in the eld of atomic
physics, particularly in the study of relaxation processes. Decays
in the presence of a spectator hole give rise to satellite lines,
which along with the so called radiative Auger emission (RAE)
bands, usually overlap with the diagram lines. These structures
need to be taken into account for a reliable analytical descrip-
tion of an X-ray emission spectrum, their study being therefore
of practical interest for several spectroscopic techniques. This
fact is particularly important for the L lines of transition metals
in the fourth period, due to the scarcity of data available in the
literature. A reliable method to process the experimental spectra
is necessary to face the determination of such parameters.
To this end, all the spectral contributions must be taken into
account: characteristic peaks, bremsstrahlung continuum, satellite
bands or peaks, RAE structures and detection artifacts.

The experimental characteristic energies available for iron
and nickel involve measurements performed by Bearden1 and
Cauchois and Sénémaud.2 On the other hand, theoretical
calculations were carried out by Indelicato et al.3 and Deslattes
ica, Universidad Nacional de Córdoba –

Universitaria, 5000, Córdoba, Argentine

Rio Grande do Sul (UFRGS), Porto Alegre,

al de Rio Grande do Sul, Porto Alegre, Rio

hemistry 2017
et al.4 for the characteristic energies, and by Scoeld5 for the
RTPs. These parameters were also predicted by Perkins et al.6

for all the elements and transitions. Finally, a set of natural
linewidths compiled by Campbell and Papp7 is also available for
a large number of transitions.

In this work, the structure of Fe-L and Ni-L X-ray emission
spectra induced by electron incidence is analyzed. Relative
transition probabilities, characteristic energies and natural
linewidths were determined for a number of atomic transitions
from L shell vacancy states. In addition, some multiple ioniza-
tion satellite lines and RAE bands were studied. To achieve
these goals, the experimental spectra were processed using
a robust tting procedure based on a method of parameter
renement, which takes into account all the mentioned spectral
contributions.8
2 Experimental

L-Spectra from pure bulk Fe and Ni samples were measured
with a JEOL JXA 8230 microprobe, equipped with a Johansson
type wavelength dispersive spectrometer (WDS). The emitted
X-rays were diffracted by a TAP analyzing crystal and recorded
by a P10 ow counter. All the spectra were induced by a 5 keV
incident electron beam and collected at a take-off angle of 40�.
The beam currents and acquisition times were respectively
100.8 nA and 256.1 min for Fe, while those for Ni were 102.0 nA
and 125.0 min.
2.1 Detection efficiency

For the correct determination of the relative intensities of the
peaks and structures present in the spectra, an accurate
knowledge of the spectrometer efficiency is necessary. The WDS
efficiency depends on parameters that are difficult to know to
J. Anal. At. Spectrom., 2017, 32, 385–392 | 385
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a reasonable extent; for example, the diffractor crystal reec-
tivity, the counter sealant window transmissivity, the counter
efficiency itself, etc. There are different methods to determine
the efficiency curve; for instance, it can be derived from the
comparison of two measurements of the same bremsstrahlung
spectrum acquired with different spectrometers, a WDS and an
energy dispersive spectrometer (EDS) of known efficiency.9 For
the present study, instead, characteristic emissions were used,
to take advantage of the high statistics involved in the detection
processes.

Special care has to be taken when obtaining the photon yield
of a peak measured using a WDS, because its channels are not
immediately adjacent, unlike an EDS measurement. Fig. 1
displays a scheme for the number of photons I(E) detected
between E and E + DE, where DE is related to the spectrometer
resolution and DE stands for the energy difference between two
successive positions of the analyzing crystal. In an energy
dispersive spectrometer DE ¼ DE, and the intensity yield of
a peak is merely assessed by adding the intensities of all
channels involved in the peak. In the case of a WDS instead, the
intervals are different, so that the total intensity of a measured
peak cannot be obtained in the same way: if DE$DE, count
overlap would distort the characteristic intensity recorded; if
DE#DE, there would be photons not taken into account
(between points A and B in Fig. 1, for example). Thus, in a WDS,
the adequate assessment of a peak intensity centered in Eq
involves the area

Nq ¼
ðEqþw

Eq�w

IðEÞdE (1)

where w is an energy such that the interval between Eq � w and
Eq + w covers all the photons emitted by the transition consid-
ered. It can be seen that Nq is independent of DE for a reason-
able choice of this energy step length.10 It is clear that this
integral has energy units and is proportional to the total
number of measured characteristic photons Pq.

The effective efficiency 3 used in this work is dened as the
proportionality factor between the peak area of a characteristic
Fig. 1 Scheme depicting the DE and DE parameters.
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line q and the number of these photons emitted by the sample
per incident electron P0q,

3
�
Eq

� ¼ Nq

neP
0
q

;

where ne is the number of incident electrons for which the peak
area has been measured in the WDS system. It has to be noted
that the efficiency dened in this way has energy units because
the peak area Nq has also energy units. From this expression, it
follows that to determine 3(Eq), P 0

q is required, which can be
obtained by using an EDS spectrometer whose efficiency is well
established, namely

P0
q ¼

X
i

PEDSðEiÞ
DU

4p
3intðEiÞn

; (2)

where PEDS is the number of characteristic photons measured
by the spectrometer at energy Ei, n the corresponding number of
incident electrons, DU the solid angle subtended by the EDS
detector window from the impact point of the electrons on the
sample and 3int(Ei) is the intrinsic efficiency at energy Ei. The
index i in the summation runs over all the channels comprised
by the q line. Thus

3
�
Eq

� ¼ Nq

ne

 X
i

PEDSðEiÞ
DU

4p
3intðEiÞn

!�1

: (3)

The intrinsic efficiency 3int(Ei) involved in these expressions
was determined from the thicknesses of the several layers
composing the detector, following the procedure explained in
ref. 8. In order to determine the solid angle subtended by the X-
ray detector, Monte Carlo simulations were performed by
means of the PENCYL example program included in the
PENELOPE package.11 This program was modied to determine
the photons emitted by the sample in the take-off angle of 40�

with an angular acceptance of �5�. To maximize statistics
minimizing the simulation time, the X-ray emission in all the
azimuthal angles was integrated. Several measured brems-
strahlung spectra were compared with their corresponding
Monte Carlo simulations in the region between 3 and 6 keV,
following the methodology explained in ref. 12, for Si, Zr and Au
samples irradiated with 8 keV and 20 keV electrons. The solid
angle obtained from the corresponding tting process was
(1.15 � 0.05) � 10�4 sr. Fig. 2 displays a comparison between
the experimental spectrum of a pure Zr sample at 8 keV and
the corresponding simulation scaled with the solid angle
obtained.

The value of 3 was obtained by measuring the L emission
spectra from Cr, Fe, Co, Ni and Cu pure standards. Also, uorite
(CaF2) and tugtupite (Na4AlBe(Si4O12)Cl) samples were
measured in order to obtain respectively the F and Na K emis-
sion spectra. The inclusion of all these elements allowed to take
into account the entire energy interval of interest in this work
(Fe and Ni L spectra). The samples were irradiated with 8 keV
electrons and the emitted spectra were measured with both EDS
and WDS.
This journal is © The Royal Society of Chemistry 2017



Fig. 2 Experimental 8 keV spectrum and scaled Monte Carlo simu-
lated bremsstrahlung for a pure Zr standard, after fitting the DU for the
EDS detector.

Fig. 4 L-Spectrum of Fe measured at 5 keV. The insets show
magnified views of the regions involving weak peaks.

Fig. 5 L-Spectra of Ni measured at 5 keV. The insets show magnified
views of the regions involving weak peaks.
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Eqn (3) was thus applied to compare the characteristic
intensities measured with both spectrometers for these stan-
dards. Because of their different resolutions, a peak measured
with the EDS may contain several L emissions that are resolved
in the WDS measurement. In this work, the La and Lb charac-
teristic intensities, respectively Pa and Pb, registered in the WDS
were compared to the EDS intensity for the L group (La, Lb, L‘
and Lh) according to

Nq ¼ Pa

�
1þ p‘

pa

�
þ Pb

�
1þ ph

pb

�
; (4)

where the transition rates pq were taken from Scoeld.5

The results for the efficiency and its tting curve are plotted
in Fig. 3, comprising energies between 0.5728 keV (Cr-La) and
1.041 keV (Na-Ka). It must be pointed out that this energy
interval is almost the entire operation range of the crystal. The
efficiency curve obtained allowed to produce adequate ttings
for both Fe and Ni spectra, as shown in Fig. 4 and 5. As can be
seen, appropriate spectral predictions were achieved in both
cases, as reected by c2 values below 1.35.
Fig. 3 WDS efficiency curve.

This journal is © The Royal Society of Chemistry 2017
3 Spectral analysis

The spectral processing was performed using the soware
POEMA,8 which is based on an optimization method of atomic
and experimental parameters. This processing involves the
tting of an analytical expression Ī i which describes the inten-
sity as a function of the energy Ei of channel i, i.e.

I i ¼ BðEiÞ þ
X
q

PqSqðEiÞ; (5)

where B is the background radiation and Sq is a function
accounting for the peak prole. The different choices for the
peak prole are described in Subsection 3, whereas the number
of photons registered Pq is assessed as

Pq ¼ bsx‘pq(ZAF)q3(Eq), (6)
J. Anal. At. Spectrom., 2017, 32, 385–392 | 387
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where b is a constant proportional to the number of incident
electrons, sx‘ is the X-ray production cross-section for the ‘

subshell, i.e., the product of the nal vacancy production cross-
section ~Q‘ and the uorescence yield u‘; pq is the corresponding
relative transition probability and Z and F are the atomic
number and uorescence correction factors, respectively. The
absorption correction A is usually considered as a factor inde-
pendent of Ei; as explained below, in certain cases, variations
within a linewidth must be taken into account more carefully,
as implemented here by modifying the proles Sq.

The L-shell nal vacancy production cross-sections can be
written as

~QL1
¼ QL1

,

~QL2
¼ QL2

+ f1,2QL1
,

~QL3
¼ QL3

+ f2,3QL2
+ (f1,3 + f1,2f2,3)QL1

,

where Q‘ is the ionization cross-section for the ‘ subshell and fk,j
is the probability of the Coster–Kronig transition for an initial
state with a vacancy in the Lk subshell and a nal state with
a vacancy in the Lj subshell.

The tting procedure consists in minimizing the quadratic
differences between the experimental spectrum and the
analytical function proposed to describe it [eqn (5)] through the
optimization of the parameters involved in the analytical
function. Thus, the quantity to be minimized is

c2 ¼ 1

Nc �Np

XNc

i¼1

ðI i � IiÞ2
Ii

; (7)

where Ii and Ī i are the experimental and predicted intensities,
respectively, Nc is the number of channels and Np is the number
of parameters to be rened. Then, aer a sequence of optimi-
zation steps, a detailed description of all the spectral features is
achieved, and the values of a set of atomic and experimental
parameters are obtained. The uncertainties related to the
parameters obtained were estimated by propagating the errors
of the experimental channel intensities by numerical differen-
tiation.13 To perform this calculation, all the models involved in
the analytical description of the spectrum (̄Ii) were assumed to
be exact; this approximation is reasonable, since the main
contributions to the resulting uncertainties are due to experi-
mental statistical errors, which are more determinant in the
case of weak lines.

Although in some cases a spectral tting can be improved by
articially increasing the number of structures considered, the
strategy implemented along this work consisted in maintaining
the minimum number of peaks allowing for an acceptable t. In
every case where a transition not previously reported was
introduced in the present work, it was clear that the spectrum
evidently bears this emission, and consequently the tting
dramatically worsens when this line is omitted.

3.1 Line proles

In atomic physics, several relative transition probabilities and
natural linewidths are related to the lifetime of the
388 | J. Anal. At. Spectrom., 2017, 32, 385–392
corresponding decays. The Voigt function permits to describe
the characteristic line proles in a realistic way, because this
function involves a Gaussian contribution G(E) due to instru-
mental features, and a Lorentzian component Lq(E) intrinsic to
the nature of the characteristic line q emission process14

SqðEÞ ¼
ð
Lq

�
E0
�
G
�
E � E0

�
dE 0; (8)

Due to the lack of a closed-form expression for the Voigt
function, the pseudo-Voigt approach is oen used in X-ray
spectroscopy,15,16 though this linear combination of a Gaussian
and a Lorentzian does not properly reect the nature of the
emission–detection process. For this reason, a Voigt prole is
used in this work for all the characteristic peaks not very close to
an absorption edge, as detailed below. For the RAE bands,
instead, a convolution between a Gaussian prole and the
expression given by Enkisch17 was used, thus taking into
account the asymmetric shape of these structures.

The characteristic photons are affected by absorption when
they leave the sample. In most peaks, the absorption factor A(E0)
can be considered uniform within the narrow energy interval
involved in the linewidth. Instead, special care must be taken
when a peak is very close to its corresponding absorption edge,
at an energy difference lesser than the spectrometer resolution.
In this situation, an important asymmetry can be observed as
a noticeable step at the high energy side, due to a differential
absorption along the peak,16 as is the case of Fe- and Ni-La1,2
doublets, where the L3 absorption edge intercepts the high
energy side of the peak. For these cases, the absorption
correction modies the Lorentzian prole shape that reaches
the spectrometer, since A(E0) can no longer be regarded as
a constant. To account for this effect, instead of the empirical
approach implemented by Rémond et al.,16 a general strategy
was adopted, i.e., eqn (8) was solved by a numerical integration
routine involving the absorption correction in the convolution:

SqðEÞ ¼
ð
Lq

�
E 0
�
A
�
E0
�
G
�
E � E0

�
dE 0: (9)

It is worth noting that with this denition for Sq, the
absorption factor in eqn (6) must be excluded, in order not to
consider it twice in eqn (5).
4 Results and discussion
4.1 Characteristic energies

All the peaks observed in the spectra were identied as diagram
lines, satellite transitions or RAE structures. In Fig. 4 and 5, all
the diagram transitions are indicated next to their corre-
sponding peaks. The shoulders appearing close to some of the
peaks are due to satellite and RAE structures, which are dis-
cussed in Subsection 4.4.

The characteristic energies obtained in this work are pre-
sented in Table 1, along with results published by Bearden,1

Cauchois and Sénémaud2 and Deslattes et al.4 Since thermal
uctuations are avoided in the laboratory, for the present
This journal is © The Royal Society of Chemistry 2017



Table 1 Characteristic energies (in keV) obtained for Fe and Ni. Numbers in parentheses indicate the estimated uncertainties in the last digits

Transition

Fe Ni

This work Ref. 1 Ref. 2 Ref. 4 This work Ref. 1 Ref. 2 Ref. 4

L3M1 (‘) 0.6150(8) 0.6152(3) 0.61549 0.6170(12) 0.7421(2) 0.7427(4) 0.74238 0.7445(12)
L2M1 (h) 0.6273(8) 0.628(1) 0.62777 0.6306(17) 0.7594(3) 0.762(1) 0.75971 0.7622(17)
L2M4 (b1) 0.7176(8) 0.7185(4) 0.71796 0.7211(7) 0.8685(4) 0.8688(4) 0.86824 0.8710(7)
L1M2 (b3) 0.783(4) 0.7872(13) 0.936(3) 0.9391(15)

0.792(1) 0.79037 0.9410(7) 0.94064
L1M3 (b4) 0.7906(9) 0.7938(14) 0.9423(9) 0.9443(16)
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assessments the spectrometer gain value was taken from the
default calibration settings. The spectrometer zero parameter,
instead, was tted so that the energy of the most intense peak
(L3M4,5 doublet) matches the value reported by Bearden.1 To
estimate the uncertainty of each transition energy, the tting
error was added in quadrature with the error reported by
Bearden for the line taken as reference.

For the comparison of characteristic energies displayed in
Fig. 6, in the case of Deslattes et al.4 and the results obtained in
this work, the L1M2,3 doublets (as reported by Bearden1 and
Cauchois and Sénémaud2) have been assessed by weighted
averaging the energy values through the corresponding RTPs
reported in Subsection 4.2. Several remarks can be stated from
the energy differences displayed in Fig. 6. First of all, the
theoretical values4 appear to overestimate the experimental data
from different sources, in about 2–3 eV. Most experimental
characteristic energies investigated lie within an interval nar-
rower than 1 eV. For the particular case of the L1M2,3 doublet, it
must be pointed out that two lines are evidently present in the
spectra for both elements (Fig. 4 and 5), and the two tted
energies are distinguishable in both cases, as displayed in Table
1. In the values reported in ref. 1 and 2, however, one single
energy is presented for each element, which suggests that the
global spectrum processing methodology used here provides
characteristic energy values with a better resolution.
Fig. 6 Differences of the characteristic energies reported by other
authors relative to the values obtained in this work. The transitions
displayed on the x axis are in the same order as in Table 1. Solid circles:
ref. 1, open triangles: ref. 2, solid triangles: ref. 4.

This journal is © The Royal Society of Chemistry 2017
4.2 Relative transition probabilities

The RTP corresponding to an LkXj line is the probability for this
transition relative to all radiative decays to the Lk subshell.
Table 2 shows the RTP values obtained in this work, along with
the data reported by Scoeld5 and by Perkins et al.6 To
normalize the RTPs, all the transitions observed experimentally
were taken into account.

As can be seen from Fig. 7, the results published by Perkins
et al.6 markedly disagree with the other sets of data shown. In
fact, according to these authors, La and Lb1 lines are weaker
than L‘ and Lh lines, respectively. A better agreement of the
present results with the theoretical data given by Scoeld5 can
be seen. Although a noticeable discrepancy for the L3M1 line
appears, it is clearly smaller than the deviations of the data
given by Perkins et al. relative to the other sets of data.
4.3 Natural linewidths

As described in Section 3, the peak prole used involves the
natural linewidth besides the instrumental broadening gG. This
instrumental broadening is a function of the photon energy,
whose parameters are shared by all peaks and can be derived
from Bragg's law, as detailed previously:18

gG ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
2 ln 2

p
DqE

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
2d

hc
E

�2

� 1

s
(10)

where d is the interplanar spacing of the crystal, h is the Planck
constant and c is the speed of light in vacuum. Thus, each peak
at energy E can be described by means of two parameters,
Table 2 Relative transition probabilities obtained for Fe and Ni.
Numbers in parentheses indicate the estimated uncertainties in the last
digits

Transition

Fe Ni

This work Ref. 5 Ref. 6 This work Ref. 5 Ref. 6

L3M1 (‘) 0.1795(11) 0.08636 0.729 0.1200(11) 0.06321 0.577
L3M4,5 (a1,2) 0.821(4) 0.9136 0.271 0.880(3) 0.9368 0.423
L2M1 (h) 0.105(3) 0.08299 0.742 0.083(2) 0.05989 0.593
L2M4 (b1) 0.90(5) 0.9170 0.258 0.92(4) 0.9401 0.407
L1M2 (b3) 0.45(28) 0.3481 0.402 0.448(18) 0.3481 0.395
L1M3 (b4) 0.55(24) 0.6519 0.598 0.552(15) 0.6519 0.605
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Fig. 7 Percent differences of the RTP data reported by other authors
relative to the values obtained in this work. The transitions displayed on
the abscissas run in the same order as in Table 2. Open circles: ref. 5,
solid diamonds: ref. 6.
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renable with POEMA: its natural linewidth and the angular
divergence Dq of the analyzer crystal—the latter being common
to all the peaks present in the spectrum.

Table 3 shows the natural linewidths obtained in this work
along with data calculated from the energy level widths pub-
lished by Perkins et al.6 and by Campbell and Papp.7 For both
cited studies, these linewidths were obtained by adding the
widths corresponding to the energy levels involved in each
transition. The linewidths for the decays involving M4 and M5

subshells cannot be assessed from either of these studies, since
these level widths were not reported for Fe and Ni.

It can be seen that there are important discrepancies
between the two cited datasets, and also with the linewidths
obtained here. In the particular case of the L1M2 decay, an
apparent overestimation of the linewidth has been produced
through the present t. It must be pointed out, however, that
this value for the linewidth cannot be avoided to achieve
a correct description of the experimental spectrum. Neverthe-
less, the linewidths obtained through the level widths recom-
mended by Campbell are based on reliable XPS measurements;
on the other hand, the X-ray experimental spectra clearly bear
a structure that cannot be explained by means of the mere
addition of atomic level widths. A possible explanation might
rely on the occurrence of multiplets, i.e., more complex
Table 3 Natural linewidths (in eV) obtained for Fe and Ni. Numbers in
parentheses indicate the estimated uncertainties in the last digits

Trans.

Fe Ni

This work Ref. 6 Ref. 7 This work Ref. 6 Ref. 7

L3M1 4.6(5) 4.11 2.81 3.8(6) 4.78 2.83
L3M4,5 3.8(8) — — 2.3(8) — —
L2M1 7.5(6) 4.1 3.54 4.9(6) 4.78 3.28
L2M4 5.0(9) — — 4.5(9) — —
L1M2 19.1(19) 8.89 8.23 19.3(11) 11.1 7.7
L1M3 9.4(16) 8.89 8.23 12.2(11) 11.0 7.7
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structures caused by atomic level unfolding. In the case of
a system with a partly lled 3d band, like Fe and Ni, aer an
ionization process, the nal state will have an incompletely
lled 3d band. When the ionization occurs in an s level,
multiplet effects are due to the exchange interaction between
the spin of the s-core hole and the spin of the valence electrons.
This effect is particularly important for s holes higher than 1s
for which multiplet effects are larger, implying a splitting of the
atomic levels,19 which, in turn, leads to a splitting in the emis-
sion spectrum aer the initial vacancy is lled from a more
external level.
4.4 Satellite lines and radiative Auger emission

Multiple peak structures appearing in experimental X-ray
emission spectra can be attributed to different causes. One of
them, particularly important in 3d transition metals, involves
the overlap of core and valence wave functions, which in the
case of an s-core hole is due to the spin exchange interaction
between the core hole and the valence electrons, as discussed in
the previous subsection. On the other hand, it is well known
that multiple ionization can slightly distort the atomic energy
levels, giving rise to the so-called spectator hole satellite lines.

All these numerous transitions not always are observable
separately due to the natural linewidths involved and because of
the nite spectrometer energy resolution. Nevertheless, their
joint effect can be phenomenologically described including
a reduced number of satellite lines, whose origin may be
a mixture of diverse causes.

Inner-shell vacancy states may also relax through radiative
Auger emissions, i.e., the nal state being a doubly ionized atom
accompanied by the emission of an outer electron and an X-ray
photon.18

In Table 4 the energy shis and relative areas of satellite
bands and RAE structures obtained in this work are summa-
rized. The energy shis DE are dened as the differences
between the tted centroids and the corresponding diagram
decay energies; data published by Cauchois and Sénémaud2 are
also included in the table for comparison. Each relative area
reported has been assessed as the ratio of the corresponding
peak area to the sum of the parent line area and the areas of all
the RAEs and satellites arising from it.

It can be seen that the energies assigned to the satellite lines
are in good agreement with those reported by Cauchois and
Sénémaud,2 although some minor differences were found. In
the case of the satellite lines obtained in this work for iron, only
one structure was enough to produce an adequate description
of both L3 and L2 groups, due to the appropriate line prole
implemented here (eqn (9)) to account for the differential
attenuation around the absorption edges. In addition, the
present results include three new satellite lines for Ni, respec-
tively associated with the L3M1, L2M1 and L2M4 diagram lines.

As detailed elsewhere,18 when the relaxation energy of an LiRj

transition is shared between a photon and an Auger electron
ejected from the Tk shell, the energy balance leads to:

E(LiRj) � Em T E(Tk), (11)
This journal is © The Royal Society of Chemistry 2017



Fig. 9 X-ray spectrum of Ni in the La, Lb1 region. Dots: experimental
spectrum; solid line: spectral fitting; dashed line: contribution of each
diagram, satellite and RAE transition.

Table 4 Relative energies and areas of satellite lines and RAE bands

Parent line

DE (eV)

Relative area (%)This work Ref. 2

Fe L3M4,5 sat. 7.6 6.5 6.7
4.3

L2M4 sat. 5.9 6.5 27.4
4.3

Ni L3M1 sat. 2.1 46.1
L3M4,5 sat. 3.0 4.2 31.9

sat. 5.8 6.2 13.3
sat. 9.8 9.2 3.11
RAE �1.3 5.75

L2M1 sat. 3.1 42.3
L2M4 sat. 3.2 3.9 21.4

sat. 6.2 6.7 17.3
sat. 9.8 6.71
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where E(LiRj) is the characteristic energy related to the LiRj

transition, Em is the energy at the RAE bandmaximum and E(Tk)
stands for the Auger electron binding energy.

From (11), it is always possible to associate a RAE structure
found from the spectral processing with a particular absorption
edge. According to this criterion, the RAE observed for Ni might
be related to the M4,5 absorption edge, i.e., to an L3M4,5M4,5

Auger emission. This assignment arises by considering the
absorption edge M4,5 value 3.6 � 0.4 eV given by Bearden and
Burr,20 while the DE value obtained here is 1.3 eV (see Table 4).

In Fig. 8 and 9 the La–Lb1 region of Fe and Ni spectra is
respectively plotted. The tting curve, as well as diagram line
contributions, satellite lines and RAE structures are detailed in
the gures. As it can be seen, the Ni spectrum is more complex
than the Fe spectrum, and several additional satellite structures
are noticeable. When the emission energies are very close to the
absorption edge, some of the plotted peaks clearly show
(particularly for Fe) the effect of the differential absorption
accounted for in the line prole implemented here.
Fig. 8 X-ray spectrum of Fe in the La, Lb1 region. Dots: experimental
spectrum; solid line: spectral fitting; dashed line: contribution of each
diagram, satellite and RAE transition.
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5 Conclusion

In the present work, the L lines of two 3d transition metals, Fe
and Ni, were investigated. Besides the determination of
diagram line energies, RTPs and natural linewidths, the satellite
lines of both elements were studied, 2 of these transitions being
determined for Fe and 9 for Ni. One of the latter was assigned to
an L3M4,5M4,5 RAE process. The robustness of the spectral
processing method used allowed a detailed description of
complicated structures, bearing in mind that the analyzed
spectra were measured with a commercial wavelength disper-
sive spectrometer.

Regarding characteristic energies, the obtained data are in
good agreement with other experimental results, except for the
L1M2 and L1M3 lines, which in previous experimental studies
were reported as doublets, whereas here they were determined
separately.

Experimental data for L-line relative transition probabilities
could not be found in the literature for the studied elements.
For this reason, the RTP values obtained here were compared
with theoretical calculations and interpolations, resulting in
a better agreement with the former.

The natural linewidth values reported in this work were
compared with the ones obtained from adding the energy level
widths involved in each transition. However, this was not
possible for the L3M4,5 and L2M4 lines, because the M4 and M5

level widths are not available in the literature. The degree of
agreement is reasonable in most cases; nevertheless, the line-
width found for the L1M2 decay is much greater than that ob-
tained by merely adding level widths. This fact suggests that in
the emission spectrum this structure is complex and involves
effects not accounted for by the theory nor appearing in the
X-ray photoelectron spectroscopy spectra used to determine
level widths.

Three satellite lines not previously reported, associated with
the L3M1, L2M1 and L2M4 transitions, and a RAE structure were
found for Ni. For both elements, all satellite intensities
J. Anal. At. Spectrom., 2017, 32, 385–392 | 391
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obtained in this work, relative to their corresponding parent
lines, could not be compared with any other previous result.

Finally, it is worth mentioning that a realistic description of
the spectra was possible by means of the line prole introduced
here to account for the differential attenuation at both sides of
the absorption edge. It must be noticed that, because of the
great number of structures associated with each diagram line,
a reliable spectral processing is crucial to identify a reasonable
number of peaks, consistent with the natural linewidths
involved and with the instrumental resolution.
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