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Abstract

This thesis presents a new algorithm for Normalisation by Evaluation for different
type theories. This algorithm is later used to define a type-checking algorithm and to
prove other meta-theoretical results about predicative type systems.

I first present it for simply typed lambda calculus, both with and without n-rule.
We use this simple setting to introduce and explain the techniques used for proving the
main properties of NbE.

The NbE algorithm is later adapted to Martin-Lof type theory; this algorithm gives
rise to a decision procedure for equality. Deciding equality is important because it leads
to a type-checking algorithm. We define a type-checking algorithm for a Martin-Lof
extended with singleton types and proof-irrelevant types, among other more common
types (one universe of small types, dependent function spaces, sigma type, enumeration
types, natural numbers). We proved the correctness and completeness of the type-
checker. Both algorithms, NbE and type-checking, were implemented in Haskell.
At the end of the thesis we sketch an extension of the NbE algorithm to deal with
commutativity in MLTT.

We also present a new formulation of Pure Type Systems with explicit substitutions
and de Bruijn indices. There are two possible notion for the equality between types:
untyped equality between pre-terms and typed equality; it was already know that these
two presentations are equivalent. We present a new proof method for that equivalence
between predicative PTS. We formalised partially this proof in Agda.

Keywords: Type theory, Normalisation by Evaluation, Type-checking algorithm,
Martin-Lof type theory, Pure Type Systems.

Resumen

Esta tesis presenta un nuevo algoritmo de Normalizacién por Evaluaciéon (NbE)
para diferentes teorias de tipos. Utilizamos el algoritmo de normalizacién para definir
un algoritmo de chequeo de tipos y para probar otros meta-teoremas sobre sistemas de
tipos predicativos.

Primero consideramos NbE para el calculo lambda simplemente tipado, tanto con la
regla n como sin ella. Utilizando este sistema mas sencillo, introducimos y explicamos
las técnicas necesarias para probar las principales propiedades del algoritmo.

Luego adaptamos el algoritmo de NbE para una teoria de tipos a la Martin-Lof; este
algoritmo da lugar a un procedimiento de decisioén para la igualdad. Poder decidir la
igualdad formal es importante porque eso permite definir un algoritmo de chequeo
de tipos. En la tesis, definimos este algoritmo para una teoria con tipos con un sélo
elemento candnico (singleton types) y para proof-irrelevant types (ademas de otros tipos
mas comunes y ya considerados en la literatura). Finalmente, probamos la correccion
y la completitud del algoritmo de chequeo de tipos. En la altima parte de la tesis,
bosquejamos como se puede extender el algoritmo de decisién de la igualdad para tratar
conmutatividad en teoria de tipos.

También se presenta una nueva formulacién de Sistemas de Tipos Puros (PTS) con
sustituciones explicitas e indices de de Bruijn. Hay dos posibles nociones de igualdad en-
tre tipos: igualdad no tipada sobre pre-términos e igualdad tipada; ya se sabia que estas
dos presentaciones son equivalentes. Nosotros presentamos un nuevo método de prueba
para dicha equivalencia para PTS predicativos. Hemos formalizado, parcialmente, esta
prueba en Agda.

Palabras claves: Teoria de tipos, Normalizaciéon por Evaluacién, Algoritmo de
chequeo de tipos, Teoria de tipos a la Martin-Lof, Sistemas de tipos puros.

1998 ACM Subject Classification: F.4.1 Mathematical Logic.
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Introduction

The type systems studied in this thesis can be seen from two perspectives. They
can be used as a foundation for constructive mathematics [21]); for example,
Martin Lof type theory was originally meant as a formal language for intuition-
ism [83]. Dependent type systems can also be seen as functional programming
languages whose type discipline can be used for enconding the specification
of programs [|95[]. The main contributions of this thesis are the definition of
a normalisation algorithm that leads to type-checking algorithms and new proof
methods for some meta-theoretical results for predicative type theories.

In the following sections we briefly introduce type theory; then we ex-
plain the relationship with constructivism and show a program with a strong
specification; finally we shortly discuss some issues related to type-checking
dependent type systems and we introduce normalisation by evaluation. In the
last section we comment on the organisation of the thesis and the contributions
of each chapter.

1.1 Type Theories

The use of types in logic was first proposed by Russell to avoid the paradoxes
discovered in formal systems at the dawn of the twentieth century. In this
section we briefly expound the type theories studied in the rest of the thesis.

Simple Type Theory: Church and Curry

The simple theory of types was introduced by Church [36] to classify terms of
his lambda calculus [35[]. In his axiomatisation, types were built up from two
basic constants — called the types of individuals and the types of propositions,
with symbols t and o, respectively — and by forming A — B, where A and B
are already defined type expressions.

To better explain simple type theory (STT), we introduce the formal terms
of Church’s lambda calculus: given a set V of variables, the set A of terms of
the untyped lambda calculus are constructed by the following clauses:

(VAR) (app) (aBSs)
xeV teA teA xeV teA
x €A tt' e A Ax.t € A (1.1)

The rules of the formal system are presented in the following definition |

Definition 1 (Rules of conversion). Let x,y € V and r,t,s,s’ € A; then s =
s’ if they are provably equal by using the rules derived from the reflexive,
symmetric, transitive, and contextual closure of the following equations:

*We refer the reader to [33}[38,71}|111] for the history of type-theory.

>Lambda calculus was intended to be a formal system for predicate logic, thus the original
presentation also had constants for logical connectives. We restrict our presentation to the pure
lambda calculus and omit the logical constructors and the formal postulates related with them.
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(o) If y does not occur freely in t, Ax.t = Ay.t[x/y]
(B) (Ax.t)r = tlx/7].
(n) If x does not occur freely in t, Ax.tx = t.

Rule (B) makes clear how the lambda notation formalises the notion of
function and application of functions to arguments: if t is a term where
the variable x occurs, then Ax.t is the function such that when applied to
r yields the value t[x/r], this being the notation for substituting r for the
free occurrences of x in t. In Ax.t, x is say to be a bound variable. Rule ()
formalises that names of bound variables are absolutely irrelevant and they
can be changed (carefully). Finally rule (n) together with congruence under
abstraction makes the system extensional; i.e. we can show that two terms are
equal iff their application to every term is equal.

Already in [35] there was an idea of computation: the equations are called
reductions when interpreted as, in modern terminology, rewrite rules trans-
forming the left hand side into the right hand side; in particular one is usu-
ally interested in the rewriting relation generated by considering only (B).
Given a term to we say that it evaluates to t,, if there is a reduction sequence
to ~ t1 ~» ... ~ t,, where t; is transformed into ti; by applying rule (B)
to a sub-term of t;. We say that t, is a normal form if it cannot be further
reduced; then we say that t,, is the normal form of to — note that there are
terms without normal forms; i.e. terms with all theirs reduction sequences
infinite. The lambda calculus is consistent in the sense that a given term can
have at most one normal form, up to renaming of bound variables using ().

After Kleene and Rosser’s [73]] proof of the inconsistency of logic based on
lambda calculus, this untyped version was disregarded as a feasible foundation
for logic. The discipline of types of STT [36] avoided the inconsistency; but it
also imposed a serious restriction on the expressiveness of the lambda calculus
(for example, every typed term is strongly normalising). Instead of adding
types on top of untyped terms, Church considered types as part of terms in
the form of subscripts: for example, if A and B are distinct types, then x4 and
xp are two different variables. Well-formed terms are given by the following
rules:

tAsBEA  theA xaeV  tgeA

XA EA (tt/)g SAN (Axa.t)as €A
Church’s STT is still alive as the theoretical foundation of HOL [65]] and

Isabelle/HOL [93]], two of the most prominent proof-assistants based on type
theory.

(1.2)

Curry Curry, cf.[48}|49}|50], adopted a different approach to types from that
of Church. Instead of building terms out of typed variables, Curry started
with untyped terms, those generated by the rules in (1.1); types were later
assigned to those terms. Of course, not every untyped lambda term can be
assigned a type, and each typeable term can have an infinitude of types. For
instance, while in STT (Axa.xaA)A—A was a particular term for each type A, in
Curry’s view Ax.x had any type of the form A — A, for any type A. In [50] it is
proved the existence of a type-checking algorithm: given a term t and a type
A, decide if t can be assigned the type A. Both Hindley [68] and Curry [49]
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proved that it is decidable if one can assign any type to a given term; in fact
both of them proved that if any type can be given, there exists a most general
schema, called the principal schema, which can be inferred from the structure
of the term. Hindley’s algorithms basically builds a unification problem, over
type expressions, by postulating the types each sub-term should have; this
procedure is defined by recursion on the structure of the term. The unification
problem, then, is to find a substitution for type variables that satisfies all the
constraints.

Stronger type-systems: Polymorphism, Martin-Lof, and PTSs

In the last paragraph we saw that in typings a la Curry more than one type can
be assigned to a single term. The next step was to understand that phenomenon
by adding type variables in the system and analysing the most general type
expression assignable by a unification algorithm on type expressions. Gir-
ard [61]] and Reynolds [98] considered independently the explicit addition of a
universal quantifier (Girard’s system features also an existential quantifier) to
STT a la Curry. This extension is known as the polymorphic lambda calculus;
a simpler form of that type system is at the core of functional languages like
SML, OCaml, and Haskell. For example we can internalise the fact that the
identity function Ax.x has type A — A for each type A by assigning the type
Va.x — o in the following we use t: A to say that the term t has the type
A. Milner [86] extended Hindley’s type-inference algorithm to polymorphic
languages where the quantification is only allowed at the top level.

Martin-Lof [83)] presented another type theory where types can depend on
terms. The most fundamental dependent type is the cartesian product: if A
is a type and Ba is also a type for each a: A, then TT(x: A)B(x) is the type of
functions mapping each a: A to an element in Ba. This sort of dependency
was previously considered by Howard [69] and by N. G. de Bruijn [30] in his
project Automath. The dependently typed programming language Agda [|84]
is based on Martin-Lo6f type theory.

Coquand and Huet [41]] proposed the Calculus of Constructions (CoC),
an impredicative type theory with dependent types. The Edingburgh Logical
Framework [63] is weaker than CoC in that dependent types can be only first
order: this is enforced by introducing kinds, that are to types (called families
in LF) as types are to terms. Kinds are also present in languages like Haskell
and SML. In Haskell, for instance, basic types, Bool or Int, have kind *; type
constructors, like List, have kind * — %; so it will be a type once it is applied
to some type of kind *. Berardi [23]] and Terlouw [114]] presented uniformly
several type systems, collectively referred as Pure Type Systems. The basic
idea is that all forms of function spaces, from the non-dependent and non-
polymorphic of STT, up to the dependent, polymorphic, and impredicative one
of CoC, can be captured by the same typing rules by parameterizing the formal
system by a set of sorts. We refer the reader to Barendregt’s [17], the standard
reference for PTSs, for more information about them. An extended version
of CoC, the Calculus of Inductive Constructions, serves as the theoretical
foundation for Coq [85].
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1.2 Using dependent types

In this section I explain how dependent type systems can be used both as a
basis for writing formal proofs of mathematical theorems and as programming
languages whose type systems allow expressing the specification of programs as
types. We first explain the use of dependent types as the theoretical foundation
of proof assistants; then, we show how to program correctly a type-inference
algorithm for STT.

Curry-Howard Isomorphism

In the previous section I sketched the introduction of types and the emergence
of more complicated systems; as we moved from the beginning to the present
we cited some languages and proof assistants based on the different type
systems we mentioned. If we go back to Church’s pure lambda calculus we
see how logic was treated as a formal system with logical connectives as terms
(or term constructors) of the calculus. In this section we review a deeper
connection between typing systems and logical formalisms.

Curry was the first to notice that the type schema of his combinators I, K,
and S correspond to the axioms of Hilbert’s minimal intuitionistic logic. In fact,
if we express the combinators as their corresponding lambda terms and then
apply Hindley’s algorithm we get the following type-schemas (— associates to
the right):

e I=Axx: A A,
* K=AxAyx: A —B— A, and
* S=MAy.Az.(x2) (yz): A=>B—-C)—>(A—=B) A= C.

We can think that Hindley’s algorithm builds a tree guided by the structure
of the term whose type we want to infer. If the algorithm succeeds for some
term t, the built tree corresponds to a logical derivation of the propositional
formula represented by the inferred type. This means that we can decide if
a purported proof of a given theorem is in fact a proof by building a term
out of the proof and then applying the type-checking algorithm. Howard
(69 later made this correspondence precise and showed how normalisation of
terms corresponds to cut-normalisation in proofs. This correspondence was
also noticed by Lambek [74], who extended the correspondence of STT with
cartesian closed categories.

Identifying proposition with types is one in a series of readings across
the history and the different schools of constructivism, which are collectively
referred as the Brouwer-Heyting-Kolmogorov interpretation [22} |40} |81} |115].
Kolmogorov viewed propositions as problems; thus to know a proposition
true, is to have a method for solving the problem. Brouwer and Heyting’s [67]
reading is based on the idea that proofs of a composed propositional formula
consist in constructions built from the ones corresponding to the sub-formulas
involved. For example, a universal statement is intuitionistically true if one
has a method to produce, for each element of the domain of discourse, a proof
of the instance of the predicate for that particular element; in symbols, say P is
a predicate over some type A, the domain of discourse, a proof of ¥x € A, Px
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should be a method f which when applied to every a € A yields a proof of Pa;
which fits with the description of dependent products of the previous section.

Let us analyse a concrete example of a proposition to see the formalisation
of proofs in type theory. Suppose we want to prove “1 + 1 is even”. First of all,
we need to define a basic type corresponding to the set of natural numbers and
define the adding operation; then we need to define a type corresponding to
the proposition “n is even”.

Martin-Lof proposed [82] that new types can be added to the formal system
by giving, and explaining: the conditions for forming the type, the valid forms
of constructing (canonical) elements for the new type, the elimination operators
for each type, and a method for deciding when two canonical elements of the
new type are equal. These conditions are formalised by rules of some form of
judgement: formation rules, introduction rules, elimination rules, and axioms
for equalities.

The formation rule for the type of natural numbers is

Nat  type
there are two introduction rules for canonical elements of Nat:
n: Nat
0: Nat Sucn: Nat

Natural numbers can be used, eliminated, by the induction operator:

[n: Nat] (m: Nat.b: Am]

An.type a: A0 fmb:A(Sucm)

natrec(n, A, a,f): An

Notice that A is not a type by itself, but a family of types indexed by natural
numbers; we indicate this dependency by putting the hypothesis in brackets.
Using the elimination principle for natural numbers we can define addition
n + m = natrec(n, Nat, m, An’ Ap.Sucp).

Equality rules include those making equality an equivalence relation and
also a congruence with respect to constructors. For natural numbers we also
have axioms involving the eliminator:

natrec(0,A,a,f) = a natrec(Sucn, A, a, f) = f n natrec(n, A, a, f)

For example, using these axioms, and beta-reduction, we can prove Suc0 +
Suc 0 = Suc (Suc0).

The predicate “n is even” is introduced also with rules; the formation
rule for the type corresponding to that propostion should make explicit the
condition that n is a natural number:

n: Nat

Evenn type

We can say that Even is a family of types indexed by Nat; the introduction rules
correspond to the inductive definition of even numbers:

n: Nat evn: Evenn
EvZ: Even 0 EvInd evn: Even (Suc (Sucn))
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Notice that EvZ has not, a priori, the type Even (Sucn), for any n: Nat. In
the proposition-as-type correspondence, a proposition P is true if the type
representing P has some inhabitant; i.e., if there is some term with that type.
For example, let 1 be Suc0 and 2 be Suc1, we can derive Evind EvZ: Even 2.
On the other hand we can derive that Even 1+ 1 is equal, as a type, to Even 2;
so, it is to be expected that Evind EvZ had also the type Even 1+ 1. In general,
different representations of the same proposition should have the same proofs;
that means that we need a conversion rule:

(conv)
A type B type A=B a: A
a: B

Applying conversion we know that a proof of Even 2 also counts as a proof of
Even (1+1).

The proposition-as-types principle that we have described justifies the use
of type systems as the formalism on which mathematical knowledge is pre-
cisely written and proofs can be carried out. In particular, if the type system is
decidable, see Sec. then it is possible to program a type-checker to verify
that some construction, represented as a term, is a proof for some proposition,
represented as a type. Geuvers [60| reviews the history of proof assistants,
explains the differences between several proof assistants and their theoretical
background (some of them are not based on the proposition-as-types principle),
and discusses a few issues arising when large pieces of mathematics are formal-
ised. Wiedijk’s compilation [118] of formalised proof of the irrationality of v/2
can give an idea of the outlook of formalisations in different proof assistants.
Wiedijk [119] lists the following four theorems as the most impressive pieces
of formalised mathematics:

1. Godel’s first incompleteness theorem.
2. Jordan curve theorem.
3. Prime number theorem.

4. Four-colour theorem.

Programming with Correctness

In the previous section we have explained the reasons for constructing proof
assistants as implementations on computers of type systems and referred to
some papers discussing formalisations of mathematical results. Dependent
types allow to program in a correct way by making it possible to write the
specification of each function as its type. We illustrate this point by the
following implementation in Agda of a type-inference algorithm for a variant
of the simple typed lambda calculus.

We only explain the most peculiar aspects of the program; an introduction
to Agda can be found in [28].

module STT where

open import Data.Product
open import Data.Sum hiding (map)
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The underscores that appear in definitions are used to indicate arguments of
mixfixed operators, be them variables, type constructors, or term constructors.
Arguments enclosed between curly braces are implict and can be inferred by
Agda. When one needs to know the implicit parameters in an application, they
are also enclosed in curly brackets.

infixl 10 _ o _

infixr 20 _= _

_o_:{ABC:Set}—- B—-C)—=(A—-B) —-A—=C
gof = Ax— g (fx)

id: {A:Set}]>A—>A

idx = x

Note that the type False lacks any constructor; this fact is recognised by
the compiler that permits to define magic. This function can be thought as the
elimination principle for falsehood.

data False : Set where

magic : {A : Set} — False — A
magic ()

—_ : Set — Set

—A = A — False

The following type, called intensional equality, has only one constructor for
equality. We use this type to prove that each term has at most one type. A type,
or predicate, is decidable if we know if it has or not any member.

data_=_{A : Set} : A — A — Set where
refl : {a : Al sa=a

data Dec (A : Set) : Set where
yes : (a : A) — Dec A
no : =A — Dec A

In the next snippet we introduce the types and prove that their intensional
equality is decidable. The with construct brings the result of some function
call to the left hand side of a definition, allowing to do pattern-matching in
the result of the function call.

data Ty : Set where

int Ty

=>_Ty—>Ty—Ty
arrEq : {tt'ss’ : Ty} - (t=t')=(s=s’) = (t=s) (' =9')
arrEq refl = refl, refl
_~ _:(tt': Ty) = Dec(t=t")
int >~ int = yes refl
(t=t') ~ (s=>s’)witht ~ s | t/ ~ ¢’
(s=.8") ~ (s=s’) | yesrefl | yesrefl = yes refl
(_L=>t") ~ (s=s’) | _ | nop = no (p o proj, o arrEq)
(t=_) =~ (s=s’) | nop | _ = no (po proj o arrEq)
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int ~ (t=t") = no (A())
(t=t') ~ int = no (A ())

The untyped terms are either constants (natural numbers), addition, vari-
ables (we explain after the whole program our encoding of variables), abstrac-
tions (we use a bold lambda to distinguish the term constructor from the
internal abstraction operator of Agda), and applications.

data Nat : Set where
zero : Nat
suc : Nat — Nat

data Tm : Set where
nat : Nat = Tm
4+ _:Tm—>Tm—>Tm
V:Tm
T: Tm—Tm
Ao :Ty—=Tm—>Tm
o o TITm—=Tm—=Tm

The typing relation depends on a context assigning types to free variables;
each constructors of the type _F_:_ corresponds to a typing rule. We point out
that the typing rules are too strong; for example, we cannot type the weakening
of closed terms in the empty context. We accept this artificiality for the sake of
simplicity of the algorithm.

data Cix : Set where
() + Ctx
_<d_: Ctx > Ty — Ctx
data _+_:_ : Ctx — Tm — Ty — Set where
Con : forall {c n} — cknat n:int
Add : forall {cee’} — cle:int — cke’:int — cke +e’:int
Var : forall {ct} — (c<t)FV:t
Weak : forall {ctt’ e} — cle:t — (cat’)FTe:t
Abs : forall {ctt’ e} — (cat)le:t’ = cFAt.eit=1t’
App : forall {ctt' ee’} = cle:it=t' — cke’:t = cle-e:t/
_F_:Ctx— Tm — Set
cke =3 (At—clte:t)

_ ¥ _ : Ctx— Tm — Set
ckFe=—(cte

In this part we prove several properties for this presentation of STT: unique-
ness of typing, some inversion properties, and some properties showing the
impossibility of assigning any type to some terms (under particular contexts).

unigTy : (c: Ctx) = (e : Tm) — (tt/ : Ty) — (cte:t) —
(ckeit’) = t=t’

uniqTy c (nat k) .int .int Con Con = refl

uniqTy ¢ (e + €) .int .int (Add _ _) (Add _ _) = refl

uniqTy .(c<t) V .t t (Var{c}) Var = refl

unigTy .(c<t”) (Te) tt’ (Weak {c}{.t}{t"”}jdg) (Weak jdg’)
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= uniqTy cett’ jdg jdg’
unigTy c (A t.e) .(t=1t") .(t=t") (Abs{.c} {.t} {t'}jdg)
(Abs {.c}{.t}{t"}jdg’)
with uniqTy (c«at) et’ t” jdg jdg’
unigTy _ (As._) .(s=t’) .(s=t’) (Abs jdg) (Abs jdg’)
| refl = refl
uniqTy c (e-e’) tt’ (App{.c}{s}{.t}jf ja)
(App {.c}{s"}{.t'}jf" ja")
with unigTy ce (s=t) (s'=t') jf jf’
unigTy c (e-e’) t .t (App {.c}{s}{.t}jf ja)
(App {.c} {.s}{.t} jf" ja")
| refl = refl

The first two results prove that both variables and terms applied to the
shifting operator cannot be typed in the empty context. Then we have the
inversion lemmas for typing of weakenings and abstractions.

varEmptyCtx : () ¥ V
varEmptyCtx (t, ())
weakEmptyCtx : (e : Tm) — ({) ¥ Te)
weakEmptyCtx e (t, ())
weakTy : (c: Ctx) = (t : Ty) = (e : Tm) — (c<t) F (Te) 2 chk e
weakTy ct e (t/, Weak je) = t/,je
absTy : (c : Ctx) = (t: Ty) > (e : Tm) = (cF (A t.e)) —
((cat) Fe)
absTycte (. (t=t'),Abs {.c}{.t}{t'}je) = t/,je

The following lemmata state properties about the typing of sums.

invAdd : (c : Ctx) —» (ee’ : Tm) = (cF (e +¢e')) —
(cke:int) (cke’:int)

invAdd c e e’ (int, Add je je’) = je,je’

invAddcee’ (t=t',())

addFunL : (c : Ctx) = (tt' : Ty) = (ee’ : Tm) — (cke:it=t') —
ckF(e+e)

addFunL c tt’ e e’ jdg (.int, (Add je je’))
with unigTy ce (t=1') int jdg je

addFunL jdge’ _ _ _ _ (.int,(Add jeje’)) | ()

addFunR : (¢ : Ctx) = (tt’ : Ty) —» (ee’ : Tm) — (cke:it=t') —
ck (e +e)

addFunR ctt’ e e’ jdg (.int, (Add je je'))
with uniqTy ce (t=1') int jdg je’

addFunR jdg e’ _ (int, (Add jeje’)) | ()

This last group of properties deal with typing judgements of applications.

invApp : (c: Ctx) —» (ee’ : Tm) — (c + (e-e’)) —
B (Att! > cheit=t’ che’:t)

invApp .c .e .e’ (.t/,App{c}{t}{t’'}{e}{e’}]jeje’)
= t,t',je, je’
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appFunTy : (c : Ctx) = (ee’ : Tm) — (cF (e-e’)) — (ckF e)

appFunTy c e e’ japp with invApp c e e’ japp

e It je,_ = t=>tje

appArgTy : (c : Ctx) > (ee’ : Tm) = (cF (e-e’)) — (c )

appArgTy c e e’ japp with invApp c e e/ japp

|t e = t, e’

appFunint : (c : Ctx) — (e : Tm) — (cke:int) — (e’
c¥ (e-e)

appFunint c e jint e’ (t, (App {.c} {s}{.t}yy'))
with uniqTy ceint (s=1t) jinty

appFunintt _t" _ (_, (Appyy’)) | ()

appArgOther : (c : Ctx) = (ee’ : Tm) — (tt's : Ty) —
(che:it=t') = (cke’:is) = —(t=s) = ck (e-e)

appArgOther ce e’ tt’ s jdge jdge’ neq (s”, (App {.c}{r}{.s"}yy’))
with uniqTy ce (t=t’) (r=5s") jdgey | uniqTyce’srjdge’y’

appArgOther ce e’ .s .s” s jdge jdge’ neq (s”, (Appy y’))
| refl | refl = neq refl

appEqTy : (c : Ctx) = (tst’ : Ty) = (ee’ : Tm) — (cke:t=t') —
(cFe’:s) 5 t=s > cle-e:t/

appEqTy c.sst’ ee’ cece’ refl = App ce ce’

:Tm) —

The previous results are useful to program the function to infer types; note
the strong type of this function: given a context and a term we either infer
a type, in that case we also build a derivation showing that the term can be
typed in that context, or we prove that there is no type assignable to the term.

tylnf : (c: Ctx) > (e : Tm) = (cFe)WI (At — che:t)
tylnf ¢ (nat n) = inj, (int, Con)
tylnf c (e + €’) with tylnf ce | tylnf ce’

... | injrer | _ = inj; (A ih — (magic o er) (int, proj;
(invAdd c e e’ ih)))
.. | _ ] injier = inj; (A ih — (magic o er) (int, proj,
(invAdd ce e’ ih)))
tylnfc(e+e€’) | injp (t=t';je) | _ = inj; (addFunL ctt’ ee’ je)
tylnfc(e+e’) | _ | inja (t=t',je’) = inj; (addFunRctt’ e’ eje’)

... | inja (int,p) | inj2 (int,p") = inj2 (int,Add p p’)

tylnf () V. = inj; varEmptyCtx

tylnf (c<t) V = inj, (t, Var)

tylnf () (Te) = inj; (weakEmptyCtx e)

tylnf (c<at) (Te) with tylnf ce

... | injger = inj; (Aih — (magic o er) (weakTy ct e ih))

oo | inja (t/, prf) = inja (t/, Weak prf)

tylnf ¢ (A t.e) with (tylnf (cat) e)

... | injper = inj; (A ih — (magic o er) (absTy c t e ih))

.o | injo (t/,prf) = injy (t=1t', Abs prf)

tylnf c (e-e’) with tylnf ce | tylnf ce’

| inj; er | _ = inj; (Aih — (magic o er) (appFunTy c e e’ ih))
| injo _ | inj; er = inj; (Aih — (magic o er) (appArgTy cee’ ih))
| injy (s,ie) | injs (s’,ie’) with's

| int = inj; (appFunintceiee’)
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vo | t=>t" witht ~ &’
... | noneq = inj; (appArgOthercee’ tt’s’ ieie’ neq)
.. | yeseq = injp (t/,;appEqTycts’t’' ee’ ieie’ eq)

Let us explain briefly the variation of the calculus with respect to that of
Sec. Rule («) in Def.[1]says that names of bound variables are irrelevant.
Explicit use of («) becomes tedious and it is customary to avoid it by using
some convention over the terms — for example, identify x-equivalent terms
or assume all bound variables to be different. De Bruijn [31]] was the first to
notice that what is relevant is the “distance”, measured by how many binders
we should cross over by going upwards in the abstract syntax tree, between
an occurence of a bound variable and its binder. He replaced the set Var of
variables by natural numbers; if a natural number is greater than the distance
to the outer-most binder, then it represents a free variable. In our case, free
variables should be thought as assumptions referring to some hypotheses in
the context. Let us consider some examples showing how to translate to de
Bruijn notation. The combinator K = Ax.Ay.x becomes AA1, and combinator
S = MxAy.Az.(xz) (yz), AA(A(20) (10))). If we consider a term with free
variables as in Ax.f x we can use any index greater than 0 for f: A10.

Some of the subtleties of substitution become more apparent with indices;
for instance to avoid the capture of free variables in r when substituting r
inside an abstraction one needs to shift the free variables in r; that is, if n is an
occurrence of a free variable in 1, it should become n + 1 under the abstraction.
On the other hand, this shifting should not act on bound-variables. This
informal considerations can be internalised in the formal system by adding a
new grammatical category for explicit substitutionsP|In that case, the shifting
operator belongs to the category of substitutions; in the Agda formalisation,
shifting is T. Note that we use an unary representation of natural numbers, V
denotes 0 and T denotes Suc. In the rest of the thesis, 0 is denoted by q and
Suc by p.

1.3 Type-Checking: Deciding the Typing Relation

In the previous section we showed an algorithm for type-checking simple
typed lambda calculus. The algorithm proceeds by recursion on the structure
of the term, for example to type-check an application, it infers the type of
the term in the function place and if the inferred type was of the form s —
t, then it checks that the argument has type s. When we try to apply the
same idea for dependent types, we rapidly discover a problem: the argument
can have a syntactically different type s’, but convertible to the expected
type s; thus the rule for application can still be used, but only after using
(conv) on the argument. We came across a similar situation when proving
EvInd EvZ: Even (1+1). So to decide type-checking we need to decide equality
between types; and since types can depend on terms, we also need to decide
equality between terms.

To check if two terms, or types, are equal, we may put them in normal form
and compare if they are syntactically equal. This method yields a decision

3We refer to [1}}72}|96} |112[ for further information on explicit substitutions.
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procedure for equality, provided that equal terms have the same normal form
and each term is provably equal to its normal form. Sometimes it is possible
to obtain a normalisation algorithm by orienting the equality rules; if the
resulting rewrite system has some properties (confluence and termination),
then it can be used to decide equality. This approach of orienting the axioms
cannot be applied for the type of an abelian monoid:

a: Mon b: Mon
Mon type 0: Mon axb: Mon

with axioms

Oxa=a axb=b=xa

It is clear that in whatever direction we orient the second axiom, the rewrit-
ing rule could be used indefinitely; thus making the rewriting system non-
terminating. In the next section we introduce another normalisation algorithm
that can be used to handle equality rules as these.

Normalisation By Evaluation: Using Semantics to Normalise

In order to explain the normalisation algorithms defined in this thesis, we need
to introduce the notion of formal semantics, in particular of denotational se-
mantics. Remember that one of the points of formal systems is to devoid of any
meaning its constructions. Denotational semantics provides a mathematical
intrepretation, called a model, to the syntactical elements of a formal system. In
the case of STT, for example, there are two kinds of syntactical elements: types
and terms. A standard model for STT, as defined by Henkin [[66]], is one where
o is interpreted as the set D, = {T,F} of truth values, t is interpreted by some
arbitrary set D, and A — B, as the set of all the (total) functions from DA to
Dg. Terms are interpreted as elements of those sets. Given an interpretation
of the syntax — we use [a] to denote the interpretation of a — the definition
of a model should also say when a judgement is valid under the interpretation.
In the standard model, a judgement with conclusion a: A is valid if [a] € [A].
An equality judgement a = b: A is valid if [a]] = [b] and [a] € [A].

Berger and Schwichtenberg [26]] noticed that one can set up a certain model
from where normal forms can be extracted. This technique, called Normalisa-
tion by Evaluation (NbE), uses semantical rather than syntactical concepts, as
in more traditional methods where one speaks of reduction sequences and the
like. The idea of NbE is to build a model such that one can go back from the
semantics to the syntax; i.e. one not only has the evaluation function [_] but
also a reification function R(_) € UA Da — A, see Fig. If this reification
function maps elements in the image of [_] to terms in normal form, then
we can compose the two functions and get a normal form for each term. The
reification function will be useful if we can prove that the composition of the
two functions maps terms to their normal form; that is, we need a proof that
t = R([t]) is provable in the formal system. In order to use NbE for deciding
the equality in a theory we need another property: if t = t’ is provable, then
we need to know that R([t]) = R([t']), where = denotes syntactic equivalence.
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Figure 1.1: Normalisation by Evaluation

1.4 Related work

In this section I revise the state-of-the-art in the main themes of this thesis; in
the next section I highlight the contribution of each chapter with respect to
the literature mentioned here.

The technique of NbE for STT was introduced by Berger and Schwichten-
berg [26]; but a model of normal forms has been already considered for a
dependent type systems (but without conversion under abstractions) in [80],
where some combinatorial results are proved by reasoning over the model. As
far as I know, most of the literature of NbE for STT [11} 12,13, [25} 39} 54}, |56],
in various presentations and under different points of view, considered fn-
long-normal forms; one exception is [10] where the normalisation algorithm
does not n-expand terms.

The first paper on NbE for Martin-Lof type theory (MLTT) is [2f, the cal-
culus considered here has an untyped notion of conversion. NbE for MLTT
with equality under types is considered in [3]. These papers are followed by
(5], which presents an incremental type-checking algorithm based on [37] and
uses ideas coming from the previous two works to prove the correctness and
completeness of the decision procedure for equality. Another related work
is [4]] which uses hereditary substitution to decide equality and presents a
type-checking algorithm for MLTT without (n). A proof of the correctness and
completeness of type-checking for a weaker logical framework is in [64]. In
[108] the type-checking algorithm is extended to a logical framework with
singleton types and subtyping. Pollack [97]] developed a formal proof of the
decidability of type-checking for ECC [77]. Barras [18] implemented in Coq a
correct and complete type-checking algorithm for the Calculus of Construc-
tions; later Barras [19]] considered stonger type systems closer to the actual
implementation of Coq.
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In the previous paragraph we mentioned two presentations of MLTT: with
typed-equality (two terms are equal under a type) and with equality generated
by a reduction relation on untyped-terms. Geuvers [59] conjectured that both
presentations are equivalent for PTSs. For PTSs without (n), Adams [gf] proved
the equivalence for functional PTSs. Later, Herbelin and Siles [105|] extended
and formalised Adams’ result to semi-full systems; Siles finally settled in his
PhD thesis [104] the equivalence for every PTS.

1.5 Our contributions

In this section I briefly comment on the contributions of the following chapters.
Most of them are based on work that I have done in collaboration with other
people; for each chapter I refer to the relevant papers and also make explicit
my personal contributions to them. Let us invoke the preface paradox, any
mistake or oversight of this thesis is my own responsibility.

A common trait of all the chapters is a NbE algorithm, suggested by Thierry
Coquand in the context of dependent type systems. The NbE algorithm is first
presented for STT in Chap. |2} we use STT to explain the technical issues to be
solved in NbE and how the algorithm handles them. One novelty of this NbE
algorithm is that it separates the phases of reification from that of n-expansion;
thus the same architecture can be used for calculi with and without (n). All the
chapters are organised in a similar way as that of Chap. [2} first we introduce
the formal system. Then we introduce a model suitable for the definition
of NbE. Correctness of the NbE algorithm is based on logical relations and
deserves a separate section. The normalisation algorithm is used in the last
section of each chapter.

In Chapter [3]we define NbE for Martin-L6f type theory with a universe and
dependent function spaces without rule (n). From the proof of the correctness
of the normalisation function we prove the injectivity of the constructor of
dependent functions spaces; as far as we know, that result has not been proved
by elementary syntactical arguments. This chapter is based on a paper in
preparation, co-authored with Thierry Coquand and Daniel Fridlender; this
work is based on the papers mentioned in the next paragraph. My contribution
to the paper is the adaptation of the NbE algorithm for a calculus without (n).

Chapter [4] is an adapted version of joint-work with Andreas Abel and
Thierry Coquand. In this work we considered Martin-Lof type theory extended,
among others, with singleton types and proof-irrelevant types. This was first
presented in TLCA [6] and later published in a journal version [7]; these articles
benefited and can be considered as follow-ups of [2}[3}|5]. My contribution to
that work consisted in carrying on the proofs; in particular, I came up with the
method of proving completeness for the type-checker and the conservativity
of MLTT with a canonical element for proof-irrelevant types. The emphasis of
this chapter is on the use of NbE to define a type-checking algorithm; as far as
I know, there is no proof of correctness and completeness for MLTT.

In Chapter [5|we define NbE for a class of Pure Type Systems; this chapter
is based on joint-work with Daniel Fridlender. As in Chap. [3} we prove the
injectivity of the constructor of dependent function spaces for predicative PTSs;
the model construction also leads to a proof of equivalence between systems
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with typed equality and untyped conversion for predicative PTSs. AsIsaid, this
result has been already proved for every PTS by Siles [104]; the contribution is
the proof method; which can be useful to study the equivalence for some PTSs
with (n). The particular presentation of PTSs with explicit substitutions of this
chapter is a novelty in itself and we formalised some of their meta-theory. A
preliminary report of the results on this chapter was presented at Types-2011
[57]. My contribution to the results on this chapter are the formalisation of
the equivalence proof in Agda and the adaptation of the proof method of
correctness of NbE.

In Chapter[6]I show that the NbE algorithm can be adapted for theories in-
volving axioms like commutativity. Moreover I suggest some more applications
of NbE for dependent type systems.






Normalisation By Evaluation

This chapter is a technical introduction to NbE and the methods used in the
proofs of completeness and correctness of NbE. We study them in the more
elementary setting of STT. We first present the formal system of STT, denoted
by A~. Then we present and explain NbE for AP, a variant of A~ without (n);
we skip the proofs of completeness and correctness for AP. Later we adapt
that algorithm for A~, for which we give full proofs of completeness and
correctness of NbE.

2.1 Syntax of A~

The formal system of A~ is presented as a generalised algebraic theory. This
notion, introduced by Cartmell [34], extends many-sorted logic in that it
includes dependent sorts; semantically, this kind of sorts may denote, for
instance, family of sets (contrast this with the situation of many-sorted logic
where each sort denotes a fixed set). GATs are an abstraction of Martin-Lof
type theory, and can be understood also as the logical framework used to define
our formal systems.

A GAT is defined by prescribing sorts and operators, rules for the intro-
duction of sorts, introductory rules for operators, and axioms postulating the
equality of sort, or operator, expressions. We explain some technicalities of
GATs as we encounter them.

Our particular presentation of A7 is close to that of categorical combinators
of Curien et al. [1} 45} 47]. The theory of A~ has four sorts: contexts, types,
substitutions and terms; their introductory rules are shown in Fig. From
the rules we can observe that Ctx, the sort for well-formed contexts, and Type
are constant sorts, whereas I' — A, the sort for substitutions, depends on
contexts, and Term(I] A), on contexts and types.

We use the following conventions: capital Greek letters denote metavari-
ables ranging over contexts, small Greek letters are for substitutions, upper-
case Latin letters stand for types, and minuscules for terms. Constants are
printed in sans. While we are discussing notation, it is in place to contrast the

(suBs-SORT)

(cTX-SORT) A € Cix

Ctx is a sort I'— Aisasort
(TERM-SORT)

(TYPE-SORT) I' e Ctx A € Type

Type is a sort Term(T; A) is a sort

Figure 2.1: Sort introductory rules

17
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format of the typing rules given below with the more traditional ones. It is
customary in type theory to differentiate the various forms of judgement by
the way they are written; for example, the judgement for I being a well-formed
context is written I - and to have a proof of “t being of type A under context
[ is printed as ' - t: A. In GAT both judgements are represented uniformly
as I € Ctxand t € Term(T} A). Setting aside equality, the other form of judge-
ments that we will encounter are € I' — A for substitutions, and A € Type
for types; in type theory they are written as I' - 8: A and I' - A, respectively.
From this parallel it is easy to go from one presentation style to the other. We
use the GAT style for the introductory rules of A7; in the rest of the chapter we
present examples, axioms, and judgements in the more familiar style of type
theory.

Introductory rules

In this section we introduce the rules for A~ in small steps; rules are grouped
by the form of judgement of their conclusion. We explain the role of each
operator after its introductory rule.

Contexts A context corresponds to a list of assumptions. The empty context
is denoted by ©; sometimes we write - t: A, instead of ¢ - t: A. If we have
made some assumptions, say I', then we can make some more; since types act
as assumptions, we can extend I" with a type A: this context is written A.

(EXT-CTX)
(EMPTY-CTX) T ¢ Cix A € Type
o € Ctx A € Ctx

Usually when one adds assumption A to the context I' (read “T is extended
with type A”), this new assumption is named. Of course this name should be
fresh with respect to names of other assumptions in I'. In our calculus there is
no need to name assumptions because they are referred by de Bruijn indices.

Substitutions The introductory rules of operators for substitutions are shown
in Fig. A substitution o € I' = A can be understood as assigning well-
typed terms under I' to assumptions in A. Another possible reading, coming
from the categorical origin of explicit substitutions 44, is that a substitution
o € ' = Ais a morphism in the category of contexts (which also explains that
o can be thought as a mapping Term(A, A) — Term([; A)).

The operators can be easily understood using the first reading: the identity
substitution idr maps every variable to itself. The empty substitution () should
map no variable to anything. Composition is writen as juxta-position; the
extension operator, noted by pairing, makes patent that substitutions assigns
well-typed terms under one context to variables in another. Finally, p is the
shifting operation, also called weakening substitution, needed when extending
a context with a new assumption.

In the introductory rules for substitutions we note an asymmetry between
the rule for the identity substitution and the rule for the shifting and empty
substitutions: whereas the identity operator is applied to a context, but the
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(1D-suBs) (EMPTY-SUBS) (FST-SUBS)
I' € Ctx I' € Ctx I' € Ctx A € Type
idrel =T Hel—oo pelA—=T

(comP-suBs)

NAZECx deA—L ocef—T
oseAST

(EXT-SUBS)

LA € Ctx ceA—>T A € Type t € Term(A,A)
(o,t) e A —>TA

Figure 2.2: Introductory rules for substitutions

operators () and p are not. In the formal syntax of GATs every “polymorphic”
operator should be fully applied; in our case, the conclusions should read
()r e T — o and p(l;A) € TA — T, respectively. In the following, we will
present polymorphic operators without applying all the arguments to make
them monomorphic. A further informality that we allow ourselves in the
presentation of introductory rules is the omission of some premises that can
be inferred from premisses depending on them or from the conclusion.

Types We consider only a basic type N and the formation of non-dependent
function spaces, A — B.

(Fun-I)
(rota-) A € Type B € Type
N € Type A — B € Type

Terms The introductory rules for terms are presented in Fig. Note the
rule (suss-term) for applying substitutions to terms which was not present in
Def. in this rule t is a term with variables under A and o assigns terms,
typed under T’, to those variables; thus after applying o to t we have a well-
typed term under TI'.

As we explained at the end of Sec. we use a variant of unary de Bruijn
indices: q corresponds to 0 and the succesor of n is obtained by applying
the substitution p to n; e.g. the penultimate assumption is referred by qp,
the previous one by (q p) p, and so on. The following example illustrates our
encoding of variables.

Example 1.

N—NNFqg:N N—NNFqgp:N—N
N — N.N+App(gp)qg: N
N— NFAApp(gp)q): N—=N
FAAApp (ap)g): (N—=N) = N—=N
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(myYP) (ABs-I)

I' e Cix A € Type I' e Cix A € Type t € Term(T"A, B)
q € Term(lLA A) At € Term(IJA — B)
(App-I)

I' € Cix A,B € Type t e Term(I[A — B) r € Term([; A)
App tr € Term(I} B)

(SUBS-TERM)

LA € Ctx A € Type cel— A t € Term(A,A)
to € Term(T; A)

Figure 2.3: Introductory rules for terms

Axioms The second data of a GAT are its equality rules between sort expres-
sions and between expressions having the same sort. In the case of STT there
is no axiom for sort expressions and there are only rules for substitutions
and terms. Although we show the rules making the equality an equivalence
relation and a congruence with respect to operators, these derived rules do not
need to be added as axioms, because they are part of the logical framework.

Equalities on terms The first set of axioms correspond to rules (f) and (n) of
Def.[1] Note that each axiom has a type and one can prove that both sides of
the equation have that type. For example, in (B) the body t of the abstraction
At has type B under the context I'A; by extending idr with r and applying the
resulting substitution to t, we map the first free variable of t to r. In contrast
with implicit substitutions, t (idr, r) is not the result of substituting all the
occurences of the first free variable of t by r; that result can still be obtained
by using axioms to resolve substitutions applied to terms and composition of
substitutions.

(BETA) (eTA)

NAFt:B F'Er: A l'Ft:A—B
I'-App (At)r=t(idr,7): B T EFA(App(tp)gq)=t: A —B

In rule (n) the weakening substitution is explictly applied to term t, thus none
of its free variables are bound by the binder.

Substitutions on terms The following rules axiomatise substitution; if we
read these axioms as rewrite rules, we can observe that they reduce redices
involving substitutions applied to terms. Keeping in mind our explanation
of substitutions, we can see that (snp-sus) corresponds to the replacement
of the first free variable for the second component. Consider, for example,
an application T' - App (Aq) t: A, we can first reduce the B-redex to get
App (Aq) t = q(idr,t) and then apply (snp-sus) to get App (Aq) t = t. In
(aBs-sus) we realise the need of extending the substitution, while o assigns
terms under T, inside the binder we should have a substitution assigning terms
under I'A; note also that by composing o with p we lift all free variables in o
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to avoid them being captured.

(suB-ass) (suB-1D)

TFEt A YFo:A NE6:A M-t A
N-t(od)=(to)d: A N-tidrp=t: A
(sND-suUB) (ABS-SUB)

N-t: A N'-o:A AFA:A—B N'-o:A
'-q(o,t)=t: A ' (At)o=A(t(op,q)): A— B

(aPP-suUB)

AFt:A—B AT A N-o: A
I'-(Apptr)o=App(to) (ro): B

Substitutions The following rules can be understood as the equational theory
of a category with finite products: associativity of composition, identity is the
neutral element of composition, the universal property for the terminal object,
and properties for binary products: post-composition with the first projection,
identity for products, and post-composition with a mediating morphism to a

product object.

(suB-EMPTY)

(suB-ass)
OFo: XL X6 A NEvy: A 'Fo:o
N'-(cd)y=0(dvy): 0 Fr’EQo=(:0
(sus-1DL) (sUB-IDR)

'-o: A '-o: A
'Fidro=o0:A 'koidr=0:A
(SUB-ID-EMPTY) (SUB-ID-EXT)
obide =(): 0 NAtidra =(p,q): TA

(suB-FsT) (suB-MAP)
N-t: A N-o:A Ne=t: A N-o: A YFE&: A
'-p(o,t)=0: A M- (o,t)6 =(0d,td): L.A

Congruence The last two groups of rules correspond to reflexivity, symmetry,
transitivity, and contextual clousure of equality.

(REFL) (REFL-SUBS)
Nt A -o: A
lr'Ct=t: A 'Fo=o0: A
(sym) (sYM-suBs)
r-t=r:A Nr~o=0":A
FrEr=t: A o' =o0:A
(TRANS) (TRANS-SUB)

Frt=1:A l-r=s:A TrFo=5A r=d=v:A
N-t=s:A N'CFo=v:A
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(coNG-aPP) (coNG-aBSs)
FrFt=t": A FTFr=1":A TAFt=t":B
I'Apptr=Appt'v': A FEAt=At": A =B

(conG-suBs)
AFt=t"A lNFo=0: A
Flto=t'0": A

(coNG-MAP) (conG-comp)
FrFt=t": A FlrFo=0":A Tro=0":A AFS=08":Z
Tk (o,t) = (0/,t"): A.A F'Fod=0'8":2

Properties of the formal system

In our encoding of de Bruijn variables can be identified with q,qp',qp?,...
where the notation p' denotes the i-times composition of p with itself:
id ifi=0
pl=1p ifi=1
ppt=! ifix>1.
Note that this substitution can be typed in a context I' by extending it by
successive applications of rules (comp-suss) and (rst-suss). In general we will

say that A <'Tif A+ p': T. So, it is clear that if T' - t: A then for any A <! T
we can derive A tp': A.

Remark 1 (Pre-order between contexts). The relation A <' T defines a preorder
on contexts; in fact

» T <°T, by (ip-suss); and

e if A’ <J Aand A <'T, then A’ <'7J T, by (comp-suss) and associativity of
composition.

Remark 2 (Inversion of substitution). It is clear that any substitution A - o: LA
is judgmentally equal to some substitution A+ (o', t): T A:
0 =idrao=(p,q)o=(po,q0] .

Finally we characterise the set of terms in normal form. The shape of
normal forms, in the setting of untyped lambda calculus with named variables,
IS AX7AX2. .o AXna(o .. ((ytr) t2) ...) tim, where m > 0, n > 0, and every t; has
also that shape; it is easy to see that the following grammar captures those
terms.

Ne > k:z=x|Appkv
Nfsvi=Axwv]|k .
After replacing indexed variables for named variables in that grammar we
arrive at the definition of normal forms and neutral terms.
Definition 2 (Neutral terms and normal forms).
Nesk:=qlqp™" |App kv
Nf>vi=Av]|k
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2.2 Normalisation by Evaluation for AP

As we explained in Sec. NbBE is based on the idea of constructing a model
from where it is possible to go back to the terms. In this section we first
consider a model for AP and define the reification function going back to the
syntax. Then we recall that models for STT are cartesian closed categories.
Finally we analyse the subtleties of NbE and comment briefly on its historical
development.

A suitable model for NDE

Our model for normalisation is based on a domain [8} |102}|106] coming from
the solution D of the following domain equation

D~0OeDxDa[D—-D]®Var, ®D xD ; (2.1)

where Var is a denumerable set (we write x; and assume x; # x; if i # j, for
i,j € N), O = {L, T} (called the Sierpinski’s space), [D — D] is the set of
continuous functions from D to D, and D x D is the cartesian product of D
with itself. The set Var is viewed as a flat pre-domain. Every element of D
which is not L, is an element of some component of the smashed sum in the
right hand side of Eq. in this case we write T € D for T € O and

pair:-DxD —=D lam:[D —- D] —-D
Var:N — D App:DxD —D .

Reification We define a partial readback function R which given an element
in D returns a term of the calculus. This function is similar as the readback
function introduced by Gregoire and Leroy [[62] to define a normalisation
procedure by means of an evaluator. When the evaluator returns an abstraction
Ax.t, the readback function creates a new abstracion Ay.v, where v is the normal
form that results from the evaluation and reading back the term (Ax.t) §; the
constant {j is later substituted for y by the readback function. In our case, in
an element of D of the form lam f, the function f can be thought of as being
the normaliser of the body of some abstraction, so we need only to apply f to
get a value which can be reified.

Definition 3 (Reification function).
Rj (Appdd’) = App (R; d) (Rjd’)
R; (lam ) = A(Ry1 ((Varj)))

) ifj <i41
Ri (Varl) = a j—(i+1) . ] .
qp ifj >i+1

Recall that in Fig.[1.1]we identified a subset of D by taking the inverse image
of R over the set of normal forms; we also need to consider semantical neutral
values. Since our R is a family of functions indexed by a natural number, we
should consider all the indices:

Ne=|{deD|RideNe} and Nf=[){deD|RideNf}.
ieN ieN
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Notice that if the case j < i+ 1 were undefined in the clause for variables
in Def. |3} then for any m € N the application Ry (Var m) would be undefined;
hence Varm ¢ Ne and, consequently, Ne would be empty. Since we depend on
having a semantic representation of variables and neutrals we add the case
j < i+ 1. This case will not arise in our use of the readback function.

Note that we can extend the projection functions 7,7, : D x D — D to
functions over D:

de d; ifd=(dy,dz) de d; ifd=(dy,d2)
pé= 1 otherwise aa= 1 otherwise

We also define an application operation on D:

fe ifd=Ilamf
d-e=(Appde ifdeNe
1 otherwise

With these functions we can construct an environment model for AP over
the applicative structure (D, -). The interpretation of terms and substitutions
is given by mappings [_]'_ : Terms x D — D and [_]J°_ : Substs x D — D,
respectively. The second argument for both functions is an environment
assigning values to free variables.

[App tr]'d = [t]'d - [r]'d [OFd=T
[At]'d = lam (e — [t]'(d, e)) lidr]’d =d
[to]'d = [t]'([o]°d) [(o,0)]°d = ([o]*d, [t]'d)
[al'd=aqd [pl’d=pd

[od]°d = [o]*([8]"d)

Our model is completed by fixing the interpretation of types [N] = Ne
and [A - B] ={d e D | d-e € [B], foralle € [A]}. This model can be
viewed as a cartesian closed category, cf. next section; so we have soundness
for free. As a corollary we obtain a normalisation function. In fact, let I' =
At..... Anand ' - t: A we only need to specify an appropiate environment
d for interpreting t. Since Var C [A] for every type A, we can let d be the
sequence ((...(T,Var0)...),Varn — 1) and define our normalisation function

nber(t) = R, ([t]'d) .

We claim that nbe(_) is a normalisation function that can be used to decide
equality; but to support our claim we should prove:

1. normalisation: ' - t: A, then nber(t) € Nf;
2. correctness: if '~ t: A, then 't =nber(t): A;and
3. completeness: if 'Ht=1t’: A, then nber(t) = nber(t’).

These results will be proved for A~ in Sec.[2.3]and In Chap.[s|we define
NbE and prove these three properties for a class of PTS, one of which is AP,
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Cartesian closed categories

The categorical models of STT are cartesian closed categories (CCC) [70,[74]. A
cartesian closed category is a category with:

1. a terminal object,
2. binary products, and
3. exponentials.

Now we give the interpretation of AP in this more abstract setting. The
semantic function is given parametrically on the underlying category and on
an object Dy, the interpretation of N.

Types and Contexts

[N] = Dn [o] =1
[A—B]=[B["  [FA] =[] x [A]

Terms and Substitutions

[App t 1] = e o([t], [+]) [0 ="

M] =[] lidr] = 1gry
[ty] = [t] o[v] [(v, )] = ([vI, [ED)
[a] = 72 [p] =

[y 8] = [yl o[o]

The notion of validity in this setting consists of showing that the semantics
of two equal terms are equal as morphisms in the underlying category of the
model and the semantic of equal substitutions are also equal as morphisms.

Definition 4 (Validity).
e Terms: TEt=1t": Aiff [t] = [t'] : [T] — [A]
¢ Substitutions: T'E 0 = o’: Aiff [o] = [o’] : [T] — [A]-

Since the formal system is the initial object in the category of cartesian
closed categories, soundness follows from initiality. This result is valid both
for AP and A7; because (1) is modeled in every CCC.

Theorem 1 (Soundness |74}, Part1, 11]). if T'F ], then T F | in any model.

Analysing NbE

It is clear that one cannot define an inverse of [_] satisfying properties
and [3]in p. for any model; the immediate counter-example is a proof-
irrelevant model, where all the terms of the same type are interpreted as
the same element. So, let us consider in more detail what we need in the
model to be able to define the reification function: first we need to interpret
distinct variables as distinct values, for variables are already in normal form
and otherwise we would not be able to prove x = nbe(x), for some variable x.
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The same reason applies also to neutral values, so we also need to be able to
represent neutrals in the model. The term model clearly has this property
of separating distinct normal forms, but it lacks the capacity of normalising
terms. A possible remedy for this can be to take the set Nf of normal forms as
the interpretation of each basic type and interpret higher order types, A — B,
as [A] — [B], the set of functions from [A] to [B].

Let us try to see how far we can go with the interpretation in that model.
It looks like we can interpret variables as themselves; then abstractions are
interpreted as usual

[Ax.tld=d’"— [t]ld|x:d'T .

The problem with this naive interpretation is that if application is inter-
preted as regular evaluation of functions, we cannot interpret open terms:
e.g., [App x t]d is not well-defined, because x ([t]d) does not make sense —
remember that variables are interpreted as themselves. What we do instead is
to redefine the semantics of application. This is achieved by tagging elements
in [A — B] as neutral terms or functions, an idea coming from NbE for the
untyped lambda calculus [55[; now we can use the tag of the value in the
function place to redefine application:

Lﬁmf-ded
Liewtt-d=Apptd .

When we use this operator to interpret application and consider i, t-d, where
t is a neutral with type N — B and d is the semantics of some term with type N,
we know that d is a normal form and the right hand side makes sense. On the
other hand, if t has type [(A — B) — C] and d € [A — B], then the argument
d can be a function and the right hand side does not make sense. To solve
this, we can switch to a domain-theoretic model based on the solution of the
domain equation
D~VaroaDxD®[D— D],

analogous to the domain of Eq. An element d € D will be called a neutral
value if d = Varx, with x € Var, or if d = Appee’, and e is a neutral value —
this terminology will become clearer later. Now we define the application _ - _
as a binary operation on D:

fe ifd=Ilamf
d-e=qAppde if disneutral
1 otherwise .

Coming back to the interpretation of types, we can set [N] to be the set of
neutral values, and [A — B] ={d | d - e € [B], for all e € [A]}. The next step
is to define the reification function: R : D[A] — Terms.

R(Varx) =x
R(Appde) = App R(d) R(e)
R(lam f) = Ax.R(f (Var x)) .

The reification of functions looks suspicious, because we are putting a binder
without checking that x, the binding variable, is fresh. One possibility, cf. [58],
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is to use a dummy variable X, calculate the set of free-variables in the resulting
term, V = FV(R(f (Var X))) and pick any variable z € Var\V to finally compute
Az.R(f (Var z)). This method is clearly inefficient, but it illustrates the problem
of freshness: a fresh binder is needed to avoid capturing other variables, and
the chosen variable should not be captured by any binder in the reification of
the body of the new abstraction.

In Berger and Schwichtenberg’s [26]] seminal paper, they solved the problem
of fresh name generation by using the gensym facility of Scheme — in a pure
functional language one would resort to a state monad, as in Filinski’s [54].
However, Berger and Schwichtenberg came up with another solution based
on a model where ground types are interpreted as term families indexed by
natural numbers, by fixing the index one gets a term with de Bruijn levels{|
higher-order types A — B are still interpreted as the set of functions [A] — [B].
The interpretation of open terms depends on a family of reflection functions
TA: Terms — [A], indexed by types. Reification is also different; it is defined
by induction on types and turns semantical elements into term families: R? :
[A] = (N — Aa). Note that when reifying a function f € [A — B] we have
at our disposition an index k telling that we can freely construct a term with
binding variable xy and, if we increment that index to k4 1, no bound variable
will be used in the reification of the body: RA*B (f, k) = A .RE(f (T xi), k+1).
The normalisation of a closed term t : A is obtained by R*([t],0). A similar
approach is used by Aehlig and Joachimski [11], but they use de Bruijn indices
instead of levels, so more accounting is needed when injecting variables into
the model and in the reification.

In this thesis the problem of generating fresh variable while reifying are
based on the same strategy presented in Sec. free variables are interpreted
as (semantical) variable corresponding to the position of the variable in the
context but in reversed order — note that this correspond to pass from indices
to levels. When we reify values into terms, we keep a counter (as an extra
parameter of the reification function) of how many variables we have already
used.

2.3 Normalisation by Evaluation for A~

In this section we define a concrete CCC for interpreting A7; this model can
be seen as what Reynolds |99 calls an extrinsic semantics.

PER semantics

Our model for normalisation is based on the domain D defined in Eq. in
Sec. Since we want to model A~ we change the definition of the application
operation; thus we obtain a different applicative structure. We use D to refer
to the new applicative structure.

(2.2)

d-d — fd’ ifd:I?mf
1 otherwise

*Like with de Bruijn indices, variables are taken to be natural numbers, but now the binders
are counted downwards, if we see terms as abstract trees, Ax.Ay.x becomes A.A.0.
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Instead of interpreting typing derivations — this is problematic because
one needs to prove a coherence result: if there are two derivations of the same
judgement, the interpretation of both derivations are equal — we interpret
every term and substitution expression in the environment model arising from
the new applicative structure.

Interpretation
[App tr]d =[t]d-[r]d [0ld=T
[At]d = lam (e — [t](d,e)) lids]d =4d
[to]d = [t]([o]d) [(o,)]d = ([o]d, [t]d)
[ald =qd [ld=pd

[o8]d = [o]([8]d)

PER semantics Now we define a PER modelP]for the calculus; this amounts
to defining a relation for each type which models the equality of the formal
system. Let us recall the definition of partial equivalence relations.

Definition 5. A partial equivalence relation (PER) over a set A is a binary
relation over A which is symmetric and transitive.

The class of all PERs over a set A is written PER(A). If R € PER(A) then
its domain is dom(R) = {a € A | (a,a) € R}. Clearly, R is an equivalence
relation over its domain. If (d,e) € R, sometimes we will write d =g e or
d =e € R, and if d € dom(R), we tend to write d € R. It seems natural to
try to build a category of PERs over a set A; the objects of PER(A) are PERs
over A and morphisms are functions preserving the relation; i.e. functions
f: dom(R) — dom(S), such that fd =g fe, for all d =g e[f]

If A is an applicative structure (A,_ - _), then we can define a notion of
exponential in PER(A) as follows. For R,S € PER(A) we say f = g € SR iff
f-d =s g-eforall d =g e. Itis clear that (D, _-_), with the application defined
in Eq. is an applicative structure. As the following lemma shows, PER(D)
is also a cartesian closed category.

Lemma 2. The category PER(D) is cartesian closed.

Proof. We define the terminal object, the product and the exponential together
with the required morphisms.

* The terminal object is given by 1 = {(T, T)}. The proof of its universal
property is trivial. Note that for any non-empty D’ C D, D’ x D’ is
isomorphic to 1; in particular D x D as in [14}|42].

* The product of A and Bis givenby AxB ={(d,e)|pd =A peand qd =g
q e}. The projection morphisms are p and q. The morphism (f, g) : C —
A x Bis given by (f,g) d = (f d, g d). We leave the proof of the universal
property for products; for it follows straightforward from the definition.

2We refer the reader to [88] for a short report on the historical developments of PER models.
3To be precise, two functions f, g : dom(R) — dom(S) are considered to be the same morphism
iffd=s ge, foralld =g e.
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* The exponential of A and B is BA ={(f,g) |f-d =g g - e, forall d =A e}.
The adjunction between Hom(_, C®) and Hom(_ x B, C) is given by:
¢ : Hom(A x B,C) — Hom(A, CB)
baf=d—lam(e— f(d,e))

Pa : Hom(A,CB) = Hom(A x B, C)
bag=d— g(pd)-(qd) O
Now that we have a cartesian closed category of PERs over D, we can
construct the model and get soundness of this model by Thm. [1] As we said
previously, for STT it is enough to choose an object of the category, PER(D) in
our case, for base types; the rest of the structure is obtained by the cartesian
structure of the category. In our case, N is interpreted by Ne € PER(D), which

is analogous to Ne of Sec. The PER Ne equates elements of D that are
invariably reified as the same neutral term.

Definition 6 (Semantical neutrals and normal forms).

e d=-ec Neif, foralli € N, R; d and R; e are both defined, R; d = R; e,
and R; d € Ne.

e d=-e e Nfif, forall i € N, R; d and R; e are both defined, R; d = R; e,
and R; d € Nf.

Remark 3. These are clearly PERs over D: symmetry is trivial and transitivity
follows from transitivity of the syntactical equality.

Remark 4 (Closure properties over Nf and Ne).
1. Var C dom(Ne).
2. Since Ne C Nf, Ne C Nf.
3. Ifk=k’ € Neand d = d’ € Nf, then Appkd = Appk’d’ € Ne.

4. Let f,g € [D — D] such that f d = g d’ € Nf, for all d = d’ € Nf, then
lamf =lam g € Nf:

Ri (lam f) = A(Riyq1 (f (Vari))) = A(Riv1 (g (Vari))) =Ri (lamg) .

If we choose [N] = Ne, then we have a model of STT given by the cartesian
structure of PER(D):

[]=1 [FAJ=[Tx[A]  [A—B]=[B]IAl .

We recast soundness (Thm. [1]) in our concrete model. Of course, soundness can
be proved straightforwardly by induction on derivations.

Theorem 3. Let d = d’ € [T];
1. If '+ t: A, then [t]d € [A].
2. If Tk o: A, then [o]d € [A].
3. If Tt =1t': A, then [t]d = [t']d’ € [A].
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4. UTH5=258": A, then [8]d = [6']d’ € [A].

Remark 5. Clearly L ¢ dom([N]); since L-d = L we conclude L ¢ [A] for any
type A. Moreover if d € dom(JA — B]), then d = lamf, for some f € [D — D]J.

We have explained in Sec. [2.2] why the model should contain some syn-
tactical material as to reflect neutral terms. Our model can indeed represent
variables and neutrals; but as an immediate consequence of Rem. E]we cannot
interpret syntactic variables with a higher-order type as mere semantic vari-
ables. In fact, from that remark we know that injection of variables should
transform variables into functions lam f; this has the pleasing side effect of
1-expanding variables of type A — B — while Variis reified as some variable
q or qp™ for some n, lam f is read back as At for some term t. Remember that
injection was done by a family of functions Ta _ indexed by types; in Berger
and Schwichtenberg’s work that function turned syntactical variables into term
families. Our approach consists in defining reflection T4 _ completely in the
semantic realm; as we explain after its definition, reflection needs a mate | A _.
These functions are defined simultaneously by induction on types.

Definition 7 (Up and down).

Tnk=k Tassk=lam(d — Tg (Appk(la d)))
Inv=v laspd=lam(e— [g(d-Tae))

Notice that we do not restrict the domain of the reflection function to
elements in Var; in fact, since we want to simulate n-expansion by means of
TAaoB, it is necessary to take into account representation of any neutral term
and not only variables. The need of | A arises as we want to avoid to reify
values as in Berger and Schwichtenberg’s approach: since the body of the
newly created function is in turn expanded, we need to know that it is morally
a neutral value. That would be the case if the second argument of Appk _
is a normal value, cf. Rem. |4} the mate of reflection, |4 maps elements of
dom(JA]) to dom(Nf).

The following lemma states precisely that the pair of functions do what we
claimed. We can also read the lemma as showing that every PER denoting a
type can be seen as a saturated object [78], Ch. 4].

Lemma 4. For all A € Type.
1. If k =k’ € Nethen Tao k =Ta k' € [A], and
2. ifd=d’ € [A], then [ad= [ad" €Nf.
Proof. (By induction on types) We show only the case for functional types.

1. Letk =k’ € Neand d = d’ € [A']. To prove Ta-spk = Tarpk’ €
[A'] — [B], we prove (Ta'—pk)-d = (Tar»B k') -d’ € [B]. By i.h. on
the second part for A’ we know |[A-d = [ A+ d’ € Ne. Hence by Rem.
Appk (lard) =Appk’(Lasd’) € Neand by i.h. on the first part for B we
conclude Tg (Appk (la-d)) =T (Appk’ (lard’)) € [B].

2. Letd = d’ € [A'] — [B]. From Rem.[gland by i.h. on the first part A’
we have Ta Vari = TasVari € [A’], so by definition d - Tas (Vari) =
d’ - Ta+ (Vari) € [B], therefore we conclude, by i.h. on the second part
for B, |g (d . (TA’ Varl)) =B (dl . (TA’ Val"L)) € Nf.
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O
Theorem 5 (Completeness). If 't =1t': Aand d = d’ € [I'], then | ([t]d) =
LA ([t']d") € N
Proof. By Thm.[3]and Lem. O

We still do not have a normalisation algorithm because we do not know how
to construct a suitable environment. Let us illustrate this point by postulating
a base type with two values, call it Bool with constructors True and False. Since
these are normal forms, we need to reflect them on the domain; so we extend
the domain D with {T, F}, . Now in the context I' = Bool.Bool we can derive I' -
q: Bool and ' - q p: Bool. Note that d = (F,F) € dom(T'), so R (|gool ([q]d)) =
F = R;j (IBool ([ap]d)), but g and q p were distinct normal forms and none was
F. In the next section we construct an appropiate environment for NbE and
obtain correctness of NbE by using logical relations.

2.4 Correctness of NbE

As with many other results for STT, it is not possible to prove correctness by
induction on terms — as usual the induction hypotheses for application are not
strong enough. To have stronger induction hypotheses we use logical relationd*}
these are families of relations, indexed by types, relating two models. In our
case, the models involved are the term model and the PER model: that means
that we should relate equivalence classes of terms and equivalence classes over
the domain of PERs. To understand our use of logical relations let us state
soundness of NbE:

Ifr-t: A, thenTHt =R, (la ([t]d): A,for somen e N,d € [I'] .

To prove that property for every well-typed term we first define the relations
between well-typed terms and elements in (the domain of) the interpretation
of types and prove the more general statement

IfTFt:A~de[A],thenTHt=R,(lad): AforsomeneN . (2.3)

The logical relations are defined by induction on types. For the basic
type N, we say that a term t is logically related with d € [NJif T F t =
Rn (Ind): N holds — note that we are not relating equivalence classes of
terms with equivalent classes over dom([N]); we then prove that the relations
preserve both equivalences. For higher-order types A — B, the relation is
defined by using the relations for A and B:

Nr-t:A—B~de[A] - [B]ifTFApptt':B~d-d €[B],
forallTHt: A~d' €[A] .

As we try to prove for abstractions we discover that we need to gen-
eralise its statement to be able to change the context. The reason is that the
term model is a Kripke model, with contexts taking the role of possible worlds;
this leads us to Kripke logical relations [91]. At this point we would have

4A thorough explanation of logical relations can be found in [go}, Chap. 8].
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proved that if a well-typed term I' - t: A is related with some element d, then
'kt =Ry (la d): A. The missing step is to prove that each term is logically
related with its denotation. This property is known as the fundamental theorem
of logical relations: the denotations of every term in both models are logic-
ally related. To prove the fundamental theorem we extend logical relations
to environments; in the term model, environments are substitutions. In A,
substitutions are internalised in the system; so we introduce logical relations
for substitutions and elements in the interpretation of contexts. Finally, by
constructing an environment logically related with the identity substitution
we can conclude that every term is logically related with its denotation.

Definition 8 (Logical relations).

* For the basic type N: T = t: N~d € [N]if A+ tp' = Rja (Ind): N, for
allA < T

* For function spaces, A - B: TFHt: A —5B~de]A— BJif Ak
App (tp')s: B~f-de[B], foral A<'Tand Abs: A~d e [A].

The following two lemmas show that the relations introduced over sets
of well-typed terms and domains of the PERs are indeed relations between
equivalence classes of terms and equivalence classes over the domain of PERs.

Lemma 6 (Preservation of the logical relation by PERs). If T+ t: A ~d € [A]
and d =d’ € [A], thenT Ft: A~ d’ € [A].

Proof. (By induction on types)

 For N is obtained directly from the definition of the logical relation and
from the definition of Ne.

e ForA’ 5 B:letA<'Tand Al s: A’ ~e € [A’]. Frome = e € [A]
we have d - e = d’ - e € [B] and by definition of the logical relation
we have A - App (tp') s: B ~ d-e € B. By ind. hypothesis we have
AF App (tpt)s:B~d'-eeB. O

Lemma 7 (Preservation of the logical relation by judgemental equality). If
F'Ft:A~de[A]landTHt=1t": A, thenTHt': A~d € [A].

Proof. (By induction on types).

* For N: wehave 't =R (Ind): Nand 't =t’: N, by transitivity
we conclude ' -t =Ry ([nd): N

e ForA’ -5 B:LetA<'Tand Al s: A’ ~ e € [A]. From the hypothesis
of equality we derive A - tpt = t’p': A — Band A I App (tp') s =
App (t'p') s: B. From the hypothesis about the logical relation we know
A+ App (tp')s: B~ d-e € [B]. Byi.h.on Bwehave A App (t'p')s: B ~
d-e e [B]. O

Lemma 8 (Monotonicity of the logical relation). If I' - t: A ~ d € [A] and
A<IT, then AFtpt: A~d € [A].

Proof. (By cases on A) Let A <'T. In both cases we need to prove a property
involving a new context A’ such that A’ <J A. By Rem. we know A’ <IHI T,
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e To prove A I tp': N ~ d € [N], we need to show A’ I (tp')p) =
Rjas;d: N, for any A <A So by definition of the logical relation we
have A’ F tp'"] = Rja/ d: N; we conclude by using associativity of
substitutions and Lem. [7]

e ForA’ 5 B:Let A’ <D0 Aand A’ Fs: A’ ~ e € [A’] and show A’ -
App ((tp')p’) s: B~ d - e € [B]. Again, by definition of logical relation
for function spaces A’ - App (tp'™1) s: B~ d - e € [B]; we conclude by
using associativity of substitutions and Lem.[7] O

The following lemma is one of the key results to prove correctness. Note
that we are interested in the second part, which is the general statement of
(2.3); the first part is needed to prove the second part for higher-order types.

Lemma g (In-out Lemma).

1 LetTFt: A, k € dom(Ne) and A F t = Rja k: A for all A <'T, then
N'Et: A~Take[A].

2 IfTHt:A~de[A], then Ak tpt =Rjp (lad): A, forall A<HT.

Proof. (We prove simultaneously both points by induction on types) We show
only the case for functional types.

1. Toprove ' F t: A’ - B ~ Tarpk € [A'] — [B], let A <! T and
At s: A’ ~d e [A'] to prove

A+ App (tp')s: B~ (Tarspk)-de[B] .
Note that by definition of Ta:_g k, that amounts to prove
At App (tp') s: B~Tg (Appk(lard)) € [B] .

In turn, this can be proved by i.h. of on B, because k € Ne and
lard € Nf, by Rem. |4} Appk (| A+ d) € Ne; so we take A’ <J A and prove

A"F App (tp™7) (sp') = Rjar (Appk(lard)): B .
Note that by definition of readback, our new goal is
A"+ App (tp™7) (sp)) = App (Riar k) (Riar (Lard)): B .

We know by hypothesis A’ - tp'*) = Rj5/ k: A’ — B and, by i.h. of
onA’,A’Fsp =Rja/ (lard): A’ We use congruence to conclude.

2. Let A <' T and let n = |A|. First we notice that A.A’ - q: A’ ~Varn €
[A'] by i.h. of[g.1]on A’. By definition of the logical relation on the main
hypothesis, we know A.A’ - App (tp**!) q: B~d-Tas (Varn) € [B]. By
i.h. of[9.2]on B we have

AA"F App (tp 1) g = Ruyr (Lg (d- (Tar (Varn)))): B .
By (conG-aBs),

A NApp (tp*1) q) = MRns1 (Ug (d- (Tar (Varn))))): A" = B .
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Now, by (1), we have A - A(App (tp'*') q) = tp': A’ — B; on the right
hand side, in turn, we have by definition of readback

AMRni1(led-(TarVarn))) =Rn (larmp d) .
By transitivity, we conclude A tpt = Ry, (Ja/p d): A’ — B. O
We extend the logical relations to substitutions and environments. This

family of relations is defined by induction on the codomain of substitutions.

Definition 9 (Logical relations for substitutions).
*Tho:o~de[o]ifde [o].

« TH (0,t): AA~ (d,d") € [AA]ifTHo:A~de[Aland T - t: A ~
d’ € [A].

Of course we need to prove analogous results for substitutions to that of
Lem. [6} [/l and [8] Note that Lem. [g]is not needed because we do not reify
substitutions.

Lemma 10. LetTH o: A~d € [A].
1. fTFo=0": A thenTFo': A~d e [A]
2. Ifd=d’ € [A],thenT+ o: A~ d’ € [A].
3. T/ <'T,then T’ F op': A~d € [A].

Let us recapitulate how far we went towards correctness of NbE, the goal of
this section: we have defined a relation between the term model and the PER
model; we have proved that if a term t is related with some semantic element
d, then the reification of d will be provable equal to the t. The next theorem
states that every term (and substitution) is related to its denotation.

Theorem 11 (Fundamental theorem of logical relations).
1. fF'Ft:Aand AR o:T~d e[, then Ak to: A~ [t]d € [A].
2. fTH&: Zand At o:T~d e[, then Ak do: X~ [8]d € [Z].

Proof. (By simultaneous induction on I' - t: A and I' - 6: X). In several
cases, Lem. [6]and [7]are used to get the right premises that permit us to apply
induction hypotheses.

1. Terms:

* (myp) LA F q: A. Let A+ o:TLA ~ d € [ITA]. By definition of
logical relation for substitutions we have I' F 0 = (0/,t): A and
AFt: A~qd € [A]. We finish by Lem. Iﬂon NAFq(o’,t) =1t: A.

o (app-1): ' - App t t’: B. By inversion we know I' - t: A — B and
I'F t’: A; by i.h. on each judgement we have A - to: A — B ~
[t]d € [A] — [B] and A+ t’ o: A ~ [t']d € [A]. By definition of
logical relations we conclude A - App (to) (t'o): B~ [t]d - [t']d €
[B]. On one side we have [t]d - [t']d = [App t t']d and on the other,
AF App (to) (t' o) = (App t t’) o: B. We conclude by Lem.
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e (aBs-1) 'HAt: A — B. Toprove A (At)o: A — B ~ [At]d € [A] —
[B], we need to take A’ < Aand A’ - s: A ~ e € [A] and show
A’ App (((At) o) pt) s: B ~ [At]d - e € B. Notice that we can derive
'+ App ((At) o) pt s = t((op'),s): B by the following equational
reasoning;:

App ((At) ) p* s = App ((At) (op')) s
=App Alt(op*',q)) s =(t(op'tT,q))(id,s)
=t(op'',q)(id,s) =t ((op**") (id,s),q (id,s))
=t((opYid,s) =t (op',s)

On the other hand, we have by Lem. |10l and definition of logical
relation for substitutions A’ - (op',s): LA ~ (d,e) € [ILA]. So
by i.h. on I'A I t: B, with this extended substitution, we get A’ -
t(ophs): B~ [t](d,e) € [B]. Note that [At]d - e = [t](d,e), thus
by Lem. we get A’ = App (((At) o) p') s: B~ [At]d - e € [B].

* (suss-term) ' - t6: A. Byih.onT F &: Z we have AF d0: Z ~
[6]d € [X]- By i.h. using that substitution and environment on
LFt: Aweconclude A t(d0): A~ [t]([8]d) € [A]. We conclude
by Lem.[7lon A+ t(§0) = (t§) 0: A.

2. Substitutions: we omit some trivial cases.

* (comp-suss). Let '+ 8y: Zand A+ o: T ~ d € [I']. By inversion,
we have I' - y: © and © I §: . By i.h. on the first one, we have
LFvyo: 0~ [y]d € [O] and using that and the second premise by
ih.,weget AF 5 (yo): £~ [8]([y]d) € [Z]. By using Lem. [10]we
conclude A+ (8y)o: Z~[6v]d € [X].

* (ext-suss). Let I' F (8,t): Z.A. By inversion, we know I' - 5: X and
'k t: A. By i.h. we have A + §0: £ ~ [8]d € [Z]; and by i.h.
for ' F t: A we conclude A + to: A ~ [t]jd € [A]: these are the
premises for A - (5,t) o: Z.A ~ [(§,t)]d € [Z.A].

* (est-suss). Let LA F p: T. By inversion on A+ o: LA ~ d € [[LA] we
know & = (8',t), d = (e,e’),and A+ 5": T ~ e € [I']. By Lem.[10}
using (sus-rsT) on A F p (8',t) = 8’: ', we conclude A - p (8/,t): T ~
[pl(e,e) € [Z]. O

Remark 6. It is immediate to see that R, (Var(n—1)) =qgand forallm > n
R (Var(n—1)) = qp™ ™. Let n = |I', then we can use Lem. E]to conclude
NTAFq: A~Ta (Varn) € [A].

Definition 10 (Canonical environment). By induction on I' we define an envir-
onment pr € [I].

1. Po = 1T.
2. pra = (pr, Ta (Varn)), where n = [T

Remark . Clearly, by induction on I and using Rem. [6} we have I' - idp: T ~
pr € [[F]]
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Our normalisation function is the composition of evaluation with the ca-
nonical environment, eta-expansion on the model, and reification.

Definition 11 (Normalisation function).

nbef (t) = Ryry (La ([t]er)) (2.4)

After the long trip we finally arrive at the main results of this section. First
we show the proof of correctness of the normalisation function and then we
explain how to decide if two well-typed terms are judgmentally equal.

Corollary 12. If T t: A, then Tt = nbef (t): A.

Proof. We use Thm.[11]and Lem.[7]with the identity substitution on the context
ltogetT + t: A ~ [tlor € [A] and by Lem. [9.2] we conclude T - t
Rir (La ([t]er)): A

oo

Corollary 13. If ' - t: Aand ' F t’': A we can decide if T - t = t': A is
derivable.

Proof. Let t = nbef(t) and t’ = nbef (t). By Cor.|12|we have

r-t=t: A and (D1)
Fr-t' =t:A (D2)
since t and t’ are normal forms we can decide I' - t = t’: A by checking
syntactically that they are the same term. If ' - t = t’: A, then by Thm.

t = t’. On the other hand, syntactical equivalence of t and t’ implies that they
are provably equal by using transitivity (and symmetry) on derivations (D1

and (D2). O

2.5 A Haskell Implementation of NbE
It is relative immediate to program the NbE function in Haskell.

Syntax.

data Type = Iota
| Fun Type Type

data Term = Term :@ Term -- application
| Lam Term -- abstraction
| Q -- variable
| Sub Term Subst -- substitution
deriving (Eq)
data Subst = E -- empty substitution
| Is -- identity substitution
| Ext Subst Term -- extension
| P -- weakening
| Comp Subst Subst -- composition

deriving (Eq)

type Ctx = [Type]
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Semantic domain.

data D =T -- terminal object (empty context)
| Ld (D -> D) -- functions
| PairD D D -- context comprehension
| vd Int -- variables
| AppD D D -- neutrals

pil,pi2 :: D -> D
pil (PairD d d
pi2 (PairD d d

) = d
) =d

’

ap :: D->D->0D
ap (Ld f) d =f d

Eta expansion in the model.
up :: Type > D ->D

up Iota k = k
up (Fun t t’) k = Ld (\d -=> up t’ (AppD k (down t d)))

down :: Type => D -> D
down Iota d =d
down (Fun t t’) d =Ld (\e -> down t’ (d ‘ap‘ (up t e)))

readback :: Int -> D -> Term

readback i (Ld f) = Lam $ readback (i+1) (f (vd i))
readback i (Vd n) = mkvar (i-n-1)
readback i (AppD k d) = (readback i k) :@ (readback i d)

Semantic equations.

eval :: Term -> D -> D

eval (Lam t) d=Ld (\d’” -> eval t (PairD d d’))
eval (t :@r) d = (eval t d) ‘ap‘ (eval r d)

eval Q d=pi2 d

eval (Sub t s) d = eval t (evalS s d)

evalS :: Subst -> D -> D

evalS E d=T

evalS Is d=d

evalS (Ext s t) d = PairD (evalS s d) (eval t d)
evalS P d =pil d

evalS (Comp s s’) d = (evalS s . evalS s’) d

Normalisation by evaluation.
nbe :: Ctx -> Type -> Term -> Term
nbe ctx ty t = readback n . down ty $ eval t env

where n = length ctx
env = mkenv n ctx T

Auxiliary functions.

mkenv :: Int -> Ctx -> D -> D

mkenv 0 [] d=d
mkenv n (t:ts) d = PairD d” $ up t (vd (n-1))
where d’ = mkenv (n-1) ts d

mkvar :: Int -> Term
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mkvar n | n <=0 =Q
| otherwise = Sub Q $ subs (n-1)

subs n | n<=0 =P
subs n | otherwise = Comp P $ subs (n-1)

idsub :: Term -> Term -> Term
idsub t t’ = Sub t (Ext Is t’)

2. NORMALISATION By EvALuATION



NbE for Martin-Lof Type Theory

In this chapter we adapt the NbE algorithm of the previous chapter to Martin-
Lof type theory. To smooth the transition to dependent types we consider a
calculus with dependent products and a universe of small types. As we said in
Sec.[1.1]the dependent product Fun A B generalises the functional spaces A —
B in that the type of an application can vary with the argument. Universes were
first considered by Martin-Lof [83] for formalising category theory; basically a
universe has term constructors for some of the type constructors of the calculus.
The presentation of Martin-Lof type theory using GATs was first considered by
Dybjer [51].

As was explained in Sec. the type-checking algorithm for dependent
types requires a decision procedure for equality. In this chapter we obtain such
an algorithm by means of NbE. The other main result of this chapter is that
Fun is injective in both arguments.

3.1 The calculus A"

The presentation of A" using GAT has the same sort symbols than A, but
now types can depend on terms. This difference can be appreciated in the
introductory rules for sorts. Notice that Type(_) is not any more a fixed sort;
now we have a set of well-formed types for each well-formed context.

(SUBS-SORT)
(cTX-SORT)
LA € Ctx
Ctx is a sort ' — Ais a sort
(TYPE-SORT) (TERM-SORT)
I' e Ctx I' e Ctx A € Type(T)
Type(I") is a sort Term(T; A) is a sort

Introductory Rules

Contexts Several of the introductory rules for AT also reflect the dependency
of types on terms. For example, in (exr-crx) we requires A to be a well-formed
type under T

(exT-CTX)

(EMPTY-CTX) . TEA
ok NAF

Substitutions The dependency of the sort Type(_) on contexts means that
substitutions should also act on types. For instance, in (exr-suss) we apply o
to A in order to get a well-formed type under T'; this is also reflected in the

39
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categorical account of MLTT [51], if 0 is a morphism in the category of contexts,
then it acts both on types and on terms.

(1D-suBs) (EMP-sUBS) (EST-SUBS)
' ' '=A
Nkidr: T THF{(O:0 TAEp:T

(comp-suBs) (EXT-SUBS)
N-%:0 OFo:A Trko:A AFA N'-t:Ac
N-ocd: A M (o,t): AA

Types Note that (u-eL) reflects terms with type U as types. The type Fun A B is
the dependent function space: note that B is a type under A, so B (id, t) is a,
possible distinct, type under I' for each I' - t: A.

(u-1) (u-EL)
I+ I '-A:U
r-u rEA
(FUN-1) (SUBS-TYPE)
A TAFB AFA '-o: A
I'-FunAB '-Aoc

Terms We see in the introductory rules for terms that the universe is closed
under formation of dependent products. Rule (run-eL) makes explicit that
Fun A B is a dependent product space. Rule (conv) is another distinctive feature
of dependent type systems; it manifests that types can be computed. It is
because of this rule that we need a decision procedure for equality to define a
type-checking algorithm[]

(FUN-U-T) (aYP)
'eA:U NAFB:U A
'FunAB: U NAFq:Ap
(FUN-1)
'EA IAFB NAFt:B
' At: FunAB
(FUN-EL)

N=A NAFB I'-t: FunAB NEr:A
' Apptr:B(idp, 1)

(SUBS-TERM)

AFA AFt: A 'Fo: A

'HFto: Ao
(conv)
N'Et: A 'FA=B
'Et:B

*In GATs the conversion rule (CONV) is an instance of a derived rule.
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Axioms

We omit the premises for axioms. The premises for substitutions are similar
to those for A”. Omitting premises for the action of substitution on terms
permits us to read the equalities both as axioms for types and as axioms for
terms.

Substitutions
(0d)y=0(dY) ocid=o
ido=o o=
ido:<> p(G)t):G

idF.A = (paq) (G»t) 6= (Géyté)

Terms and types

Uy=U (FunAB)o=Fun(A o) (B(op,q))
t(cd)=(to)d tid=t
q(o,t) =t (At) o =A(t(op,q))

(Apprs)o=App (ro)(so) App (At)r=t(id,)

Congruence The only new congruences are those involving Fun (we present
the one corresponding to Fun as a type constructor and skip the rule for its role
as term constructor) and substitutions on types. Remember that these rules
are obtained freely from the logical framework we are using.

(CONG-FUN) (conG-suBs)
rFA=A' A+ B=B’ AFA=A' l'Fo=0": A
I'~FunAB =FunA’B’ r'FAo=A'c’

Properties of Al

Recall that we write A <! T to indicate A  p*: T, cf. Rem. |1} Note that we
can adapt Rem. |2 given a substitution 6 such that I' - 5: A.A one can prove
N'-6=1(pb,qd): A.A.

Remark 8. The following rule is derivable by (sym) and (rrans). The same

reasoning is valid for types.

(SYM-TRANS)
FrFt=t": A r-t"=t"A
FrFt=t": A

The following inversion lemma is easily proved by induction on derivations;
we show only one case of the proof, because all the other are analogous.

Lemma 14 (Inversion of typing judgements).
1. fTFFunA’B’: A,thenTFA=U,TFA’:UandTTA’-B’: U;
2. If T FunAB,thenT"+ A and A + B.
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3. HTHAt: A, thenTHA =FunA’B’ and A’ I t: B/;

4. fTHApptr: A, thenTHA =B’ (id,r),THt: FunA’B’,and ' 1: A",

Proof. Let us consider the last point. If I' = App t 1: A, it is clear that the last
rule used can only be either (run-eL) or (conv). In the first case, the premises
give't: FunA’B/,TFr: A/,and T+ A = B’ (idr, 1) is obtained by (rerr).

If the last rule used was (conv) from I' F Apptr: Cand ' F C = A,
we use the i.h. on the first premise to get ' - t: FunA’B’, T' F r: A/, and
't C =B’ (idr, 7). By (sym-Trans) we get ' A = B’ (idp, ). O

The next lemma is a property of the meta-theory of GATs; to prove it
directly we should add a new form of judgement for equality between contexts.

Lemma 15 (Inversion of equality).
1. fTFA=B,thenTHFAand '+ B.

2. fTHFt=1t': A, thenTHt: Aand "' t’: A.

Remark 9. The main result proved in this chapter is injectivity of Fun: if
' FunAB=FunA’B’,thenT" A = A’and A I B = B’. This result cannot
be obtained by induction on derivations: if the last rule used was (Trans) on
' FunAB =CandTF C=FunA’B’, then we cannot apply the inductive
hypothesis.

As we said before, in AT" we have computation on types that can occur on
typing derivations. This is the reason why we need to decide equality to define
a type-checking algorithm. As we have seen for A™, equality can be decided by
normalising terms and checking for syntactical equality. As we want to decide
equality for types, we extend the set of normal forms with types.

Definition 12 (Normal forms).

Nesk:=qlqpt! | Appkv
Nfs>v,VVWa:=U|FunVW|Av |k .

3.2 Semantics and Normalisation by Evaluation

Following the pattern of Chap.[2|we first introduce an appropriate domain D
for interpreting terms and then build an applicative structure on top of the
domain. The lack of (1) allows us to use a set-theoretical model as in Sec.
since we do not n-expand terms, the families of functions | and Ta can be
dispensed.

Domain semantics

Definition 13. We define D as the least solution for the following domain
equation

D~~0®DxD®Var, [D—=D]®dDx[D—=D]@® DxD @ {U}, .
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Some of the components are the analogous as those of Def. (2.1): Varis a
denumerable set of variables, neutrals values accounts for one copy of D x D;
environments will be modeled using the same sequences built from T and
elements in D x D. Elements of the lifted singleton {U}, and of D x [D — D]
will be used to represent types in the semantics.

Notation. We use for injections into D the same symbols for constructors in
the syntax, so an element distinct from _L is written as:

T (d,d”) ford,d’ €D

Vari u for i€ Var

lamf Fund f forde D,and f € [D — D]
Appdd’ ford,d’ €D

The readback function of the previous chapter should be extended to cover
the new elements in the domain.

Definition 14 (Readback function).
RyjU=U
Rj (Fun X F) = Fun (Rj X) (Rj41 (F Varj))
Rj (Appdd’) = App (R; d) (R;d)
Rj (lam f) = A(Rj1 f(Varj))

. q ifj<i+1
Rj(Vam)—{ ey e
qp ifj >1i4+1

Our model will be based on the reflection of neutral terms in D, as in
Sec. Intuitively, the sets of semantical neutral values Ne and semantical
normal forms Nf have more elements than those of Sec. because we have
more normal forms.

Definition 15 (Semantical neutral values and normal forms).

Ne:ﬂ{deD\RideNe} and Nf:ﬂ{deDlRideNf}.
ieN ieN

The application operator for AT is the same as that of Sec.

fe ifd =lamf
d-e=(Appde ifde€ Ne
1L otherwise

The interpretation of expressions in this applicative structure is given by
a pair of functions [_]J'_ € Terms — D — D and [_]°_ € Subs - D — D;
they are shown in Fig. In the following we omit the superscript from the
semantic brackets. Remember the over-loading role of p and q as projection
functions in D:

de d’ ifd=(d,e)
pe= 1 otherwise .
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[Ufd=U [OFFd=T
[Fun A B]'d = Fun ([A]'d) (e — [B]'(d, e)) [id]*d = d
[App tr]'d = [t)'d - []'d [(o,0)]°d = ([0]*d, [t]'d)
[A'd = lam (d' — [t]'(d, d") [Plrd=pd
[to]'d = [t]'([o]*d) [o8]°d = [o]*([8]°d)
[al'd=qd

Figure 3.1: Semantics

Domain model

In A~ we used the phrase “the denotation of a type A” to refer to the set of
values that could be taken by terms with type A. In A" the phrase may have
an additional meaning: it can also refer to the element of D assigned by [A]".
Our model is based on a semantical universe T C D, which captures the latter
meaning: if A is a type, then [A]' € T. For each element d € T we have also a
subset [d] C D interpreting terms of the type denoted by d. In particular, U € T
and elements of U = [U] interpret small types. These subsets are introduced
using the schema of inductive-recursive definition of [52].

Definition 16 (Universes for small and large types).
1. Subset of small types, U:

e NeCU,
e ifXcUandforallde [X],Fd € Uthen FunXFe U.

2. Subset of types, T:

e UCT
e UeT,
e ifXeT,andforallde [X],Fd e T,then FunXFeT.

3. Family of subsets for types, [ ] € T — P(D):

s U=U
e [FunXFl ={d|d-ee€[Fe], forall e e [X]}
e forall d € Ne, [d] = Ne

Remark 10. There is a well-founded order on T: the minimal elements are U,
and elements in Ne; X = Fun X F, and for all d € [X], F d C Fun X F. This order
is used to justify most of the following proofs by induction on T.

The next lemma shows that every set denoting types is saturated [78, Ch.
4]. If we compare this lemma with Lem. [4] we recognise a similar situation, we
embed elements from [X] into Nf and project neutral values from Nf into [X];
the only difference is that now the embedding-projection pairs are identity
functions, instead of | _and T _.
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Lemma 16 (Closure of semantic sub-sets).
1. Ne C T and for all X € T, Ne C [X].

2. T C Nf and for all X € T, [X] C Nf.

Proof. We first prove simultaneously X € Nf and Ne C [X] C Nf, for all
X € U. Since Ne C Nf and Ne € U are obvious, we only show Fun X’'F € Nf
if FunX’F € U: By i.h. X’ € Nf and Vari € [X'], hence FVari € U, and
by i.h. FVari € Nf. In particular R; X’ € Nf and R;;1 (FVari) € Nf, hence
R; (Fun X’ F) € Nf.

Finally we consider X = FunX’F and show Ne C [FunX’F] C Nf. Given
d € Neand d’ € [X’] we show d-d’ € [Fd']: byih.d’ € Nfand d-d’ =
App d d’ which is a neutral value, hence by i.h. on Ne C Fd’ € U we conclude
d € [Fun X’ F]. The last step is to show [Fun X’ F] C Nf. Note that an element of
[Fun X’ F] can be either a neutral or a function lam f, otherwise we would have
1 e [Fd'] for each d’ € [X']; but that is not the case because by i.h. [Fd’] C Nf
and L ¢ Nf. Let us suppose d = lam f: since Vari € Ne, by i.h. Vari € [X'], so
f(Vari) € [Fd’'], hence f (Vari) € Nf; in particular Ry (f (Vari)) € Nf, thus
R; (lam f) € Nf.

To prove the lemma, we proceed by induction on X € T: the case of X € Ne
is trivial; and the case of X = Fun X’F is dealt as above, in the proof of the
lemma for X = U. O

An immediate consequence of this lemma is that normalisation consists, as
in Sec. just of the composition of evaluation (with a proper environment)
and reification (with a proper index).

In the following definition we define simultaneously the notion of validity
of judgements and the interpretation of well-formed contexts.

Definition 17 (Validity).
1. Contexts:

* Validity: ¢ F always, and I'A F if and only if ' F A.
¢ Interpretation: [¢] = {T}; and when I"A F, then ["A] = {(d,d’) |
de[Mandd’ e [[A]d]}.
2. Types: T'F Alif and only if ' F and for all d € [I'], [A]d € T.
3. Terms: T Et: Aifand only if T'F A and for all d € [I'], [t]d € [[A]d].

4. Substitutions: T'F o : Aif and only if T £, A F, and for all d € [I7,
[o]d € [A].

We extend the definition of validity to equality judgements, for example
FEt=t':AiffTEt: A, TEt : A and [t]Jd = [t']d, for all d € [TT.

The following theorem states that this construction over the applicative
structure models the calculus. We omit the proof of soundness which can be
done by a tedious, but straightforward, induction on derivations.

Theorem 17 (Soundness). If '], then T F J. O



46 3. NBE rFOR MARTIN-LOF TypPE THEORY

As before, soundness and Lem. are the crucial results for having com-
pleteness of the normalisation algorithm, defined as the composition of reifica-
tion and interpretation.

Corollary 18 (Completeness of normalisation). Let T'Fand d € [I].
1. If '+ A, then Ry ([A]d) € Nf.
2. If ' A = A’ then Ry ([A]d) = Rypy ([A]d).
3. If '+ t: A, then Ry ([t]d) € Nf.
4. fTFt=1t": A, then R ([t]d) = Ryr ([t']d).

Proof. By Thm.[17} [A]d € T and [t]d € [[A]d]; by Lem.[16] [t]d € Nf. O

3.3 Correctness of NbE via logical relations

As in the previous chapter, correctness of normalisation is proved using logical
relations. For A" we have, as before, a family of logical relations indexed by
(semantical) types; we also have a new family of logical relations involving
well-formed types and elements of T. This new logical relation is used to prove
correctness of normalisation for types.

Definition 18 (Logical relations). There are two families of logical relations;
1. LetTH,thenTH_~_e TC{A|TFA}xT.

2. LetTHFAand X e T,thenTF _:A~_eXC{t|TFt: A} x [X].

* Neutral types: X € Ne.

- THA~XeTifand onlyif forall A<!T, AF Apt =Rjp X
- Iﬂl—t:A~deXifandonlyifF}—A~X6T,andforallA<i I,
A}—tpi:Rm‘d:Api.

e Universe.

-TT"FA~UeTifandonlyif ' A =U.
-TFt:A~deUifandonlyif TFA=U,TFt~de T, and forall
Agi F,Al—tpiZR‘A‘dZ u.

* Function spaces.

-THA~FimXFeTifandonlyif ' A = FunA’B, and T
A’ ~X € T,and A+ B(pi,s) ~Fd € T for all A <' T and all
AbFs:Alpt~deX.

-THt:A~deFunXFifandonlyif ' H A = FunA’B, T
A’ ~X €T, andforall A <! Tand AF s: A'pt ~d’ € X, A
App (tp!) s: B(pl,s)~d-d' e Fd/;

« ifd=lamf,thenTHFt=At': A,
+ if d € Ne, then A (tp') =Rz d: Ap.

}_
}_
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Note that the definition of the logical relation for dependent products is a
bit contrived; in fact, logical relations of functional types are usually defined
using the logical relations of the lower types involved, as in Sec. For
this calculus, however, we need to impose additional conditions on terms —
basically, that functions in the semantics are related only with abstractions,
otherwise it is not clear how to prove Lem.

The following lemma shows that judgemental equality preserves the logical
relation; since we have defined the logical relations using definitional equality,
this lemma is easily proved.

Lemma 19 (Preservation by judgemental equality). Let'F A = A’ and ' -
A~XeT.

1. TFA’'~Xé&T;and
2. ifTFt=t:AandTFt:A~de X, thenTHt': A’~d e X.

Proof. By induction on X € T. Every case boils down to get the relevant part
of the hypothesis and using (sym-trans) and congruence for getting the key
equality judgement in the definition of the relation. We show only some cases.
For types, we consider X = Fun X’ F: by hypothesis we know ' A = FunB C
and ' - A = A’, thus by (sym-Trans) on types ' = A’ = FunB C. All the
other conditions are stated in terms of Band C,sol' - A’ ~Fun X’ F € T is
immediate.

For terms, we also consider X = Fun X’ F: as before we can extract I' I
A’ = FunB C by (sym-trans) from the hypothesis I' - t: A ~ d € Fun X’ F;
then we make case analysis on d € [Fun X’ F]. If d = lamf, by hypothesis I -
t = At”: A; then by (sym-trans) and conversion T' -t/ = At”: A’. The other
possibility for d € [Fun X’ Flis that d € Ne: let A <'T, Ak s: Bpt ~d’ € X/;
then by (svym-trans) A - t’ pt = R4 d: A pl. By congruence A - App (tp') s =
App (t'p') s: C(pt,s), sobyih.on A App (tp')s: C(pt,s) ~Appdd’ € Fd’,
we conclude A App (t’pt) s: C(p,s) ~Appdd’ € Fd'. O

Lemma 20 (Monotonicity). Let A <'T then
1. fTFA~XeT, then AFApt~X € T;and
2. fTFt:A~de X, thenAFtpt: Apt~de X

Proof. By induction on X € T. We will show first the proof of the first point,
and then the proof of the second point.

Types. We consider only the case of neutrals and function spaces. For X €
Ne: LetT'HA ~X € Tand A <'T. For ©® <J A, we have ® <'*J T, by definition
of the log. rel. for types, ® - A pt™ = Rjg| X. Since © - A p'*t) = (A p') pJ, we
have © - (Ap')p) = Rjg X;thus A+ Apt ~X € T.

Let us consider now the case X = Fun X’ F: let ' A ~ Fun X’ F € T and
A <'T. We first prove that A pt = Fun By C; for some B; and Cj: note that we
can get A+ Ap' = Fun(Bp') (C(p'p,q)) from the hypothesis after applying
congruence under weakening. The second point, A - Bp' ~ X’ € T, follows
from the induction hypothesis for I' - B ~ X’ € T. Finally, let ® <) A and
© I s:Bptp) ~d’ € X/, by Lem.[19]© F s: Bpi* ~ d’ € X’; thus by def.
we have ®  C(p**),s) ~ Fd’ € T; and using Lem. [19| again we conclude
©F C(p'p,q) (p/ys)~Fd' eT.
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Terms. We only consider the case for X = Fun X’ F, because the other
cases are similar to the cases shown for types. Let ' t: A ~d € Fun X' F
and A <' T. As before, from I' = A = FunB C we get by congruence A
Apt =Fun(Bp') (C(p**',q)),and byih. AFBpt~X € T. Let ® <) Aand
©F s:Bpip ~d’ € X; by Lem. |19|we have © I s: Bpi™l ~ d’ € X/; thus
by def. ® - App (tp'*)) s: C(p‘*J,s) ~d-d’ € Fd’; and using Lem.again
we conclude © - App ((tp') p’) s: C(p'p,q) (p'ys) ~d-d’ € Fd'. Finally we
do case analysison d € [Fun X' F|. If d = lam f, then T F t = At’: A, hence by
congruence ® -t = A(t’ (pt p,q)): A. If d € Ne, then we have (tp')p) = tpt'J,
thus © - (tp') p) = Rjg d: (Ap') p/, from def. of logical relations. O

The next lemma (sometimes called “in-out” lemma) is almost what we need
to finish the proof of soundness; in fact, the only remaining step is to show
that each term is logically related to its denotation.

Lemma 21 (Derivability of equality of reified elements). Let ' A ~X € T,
and T+ t: A~d € X, then

1. rl—A:R‘r‘X,
2. 'Ft=Rypd: A;and
3. ifk € Neand forall A <! T, Ak tpt =Rz k: Ap', thenTHt: A~k e X.

Proof. By induction on X € T. The base cases are obtained immediately from
the definition. So we show only the proofs for X = Fun X’ F.

1. FromTHF A~Fun X’ Fe Tweknow '+ A =FunBC, T B ~ X’ ¢
T, and 'B  C ~ FVar|l'l € T; thus by i.h. we get ' - B = R/ X’
and I'B - C = Ryrg| (FVar|l'). Hence by congruence, I' - FunBC =
Fun (Rr X) (Rjpj+1 (FVar|l)); and by def. of readback I' F FunBC =
R|r‘ (Fun X F)

2. We show only the case for X = Fun X’ F and d = lam f (the case when
d € Ne is immediate from the definition). Let ' - t: A ~lamf € Fun X’ F.
By i.h. on the third point I'B - q: Bp ~ Var|I'| € X’. From the def. of the
logical relations I'B - App ((At’) p) q: C(p,q) ~ fVar|'| € F(Var|T'|) and
by i.h.

LB+ App ((At")p) a = Ryrjo1 (f (Var [T): C(p,q) ;

by trans. and conversion I'B - t’ = R4 fVar|T']: C. By def. of read-
back Rjr41 (f(Var[l')) = Ry (lamf), hence by congruence I' F At’ =
Riry (lamf): FunB C.

3. letk € Neand A F tp' = Rz k: Ap?, for all A <' T. The only point
to show is A - App (tp**1) s: C(p**),s) ~ Appkd € Fd, forall A <J T
and A I s: Bp'tl ~ d € X’. We will use the i.h. after showing ©
(App (tp') s)p) =R (Appkd): C(p',s)p, forall®@ < A.

Note that we have © - tp'™ = Rjg k: Ap'™ and, by Lem. and i.h.
O+ sp’ = Rig|d: Bp'*). Hence by congruence © - (App (tp') s)p’ =
App (Rig k) (Rig;d): C(p',s)p’. We can apply the i.h. on Appkd € Ne,
because by definition App (Rjg k) (Rjg| d) = Rje| (Appkd). O
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To prove that each term is related to its denotation, we need the more
general result that logical relations are preserved under substitutions.

Definition 19 (Logical relations for substitutions). Given two well-formed
contexts THFand AF,thenTFH _:A~_€[A] C{o|TF o: A} x[A]. By
induction on A we define:

s TrFo:o~de][e].

e 'k (0,t): AA~ (d,d") € [AAA]ifand only if T+ 0: A ~ d € [A],
AFA~[JA]JdeT,andTHt: Ao~d’ €[A]d.

Lemma 22 (Preservation by judgemental equality). If ' = y = &: A, and
FFy:A~de[A],thenTF 6: A~d € [A].

Lemma 23 (Monotonicity). If T - 8: A ~ d € [A], then for any ® <' T,
OFspt: A~de[A]

Theorem 24 (Fundamental theorem of logical relations).
1. f AFAandTHb: A~d e [A],thenTHAS~[A]d e T;
2. if AFt: AandTH8: A~d e [A],thenTHt6: Ad~ [t]d € [A]d; and
3. fOFy:Tand - 8: A~d € [A], then©® F vy 5: A~ [y]d € [A].

Proof. By induction on the derivations. We note that for terms we show only
some cases when the last rule used was the introductory rule; the case when the
last rule used was the conversion rule, we can conclude by i.h., and Lem.

1. For types we show the case for A - Fun A B. It is clear that we can apply
the congruence for Fun to deduce I' - (FunAB) & = Fun (A 8) (B (5 p,q)),
and by inversion and i.h. T = A8 ~ [A]d € T. Let ® <' A and
© F s: (Ad)p' ~ e € [A]d, then ® - (8p',s): LA ~ (d,e) € [TA],
hence by i.h. © - B(5pt,s) ~ [B](d,e) € T; thus by Lem.[1g} © F

(B (8p,q)) (p',s) ~ [B](d,e) € T.

2. For terms we only show the proof for rules (run-1), (Fun-gL), (uYP), and
(suBs-TERM).

a) Let A - At: FunAB. As before, ' - A% ~ [A]d € T, and for
© <! Aand © I s: (A8)p' ~ e € [A]d, by i.h. on A.A F t: B,
we have © -t (§pt,s): B(8pl,s) ~ [t](d,e) € [B](d,e). Note that
[t](d,e) = [At]d - e and t(8pt,s) = App A(t(8pt,q)) s, hence by
Lem. we have ©  App ((At)5p') s: B(8pl,s) ~ [At]d-e €
([Bldye.

b) Let A  App t r: B (id,r). This case is easy. By inversion and
ih.THF18: A8 ~ [r]d € [AJdand T' F t&: (FunAB)& ~ [t]d €
[FunAB]d. By def. of log. rel. A  App (td) (rd): B(5,18) ~
([t]d - [v]d) € [B](d,[r]d); and by Lem. we conclude A F
(Apptr)d: (B(id,7))d ~ [App tr]d € [B (id,r)]d.

c) Let AAA+F q: Ap. From Rem. we know & = (y,t), and from def.
of log. rel. for substitutions d = (e,e’), ' - v: A ~ e € [A], and
N-t:Ad~e’ € [Ale. By Lem.[1ig} '+ qd: Ap~ [q]d € [Ap]d.
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d) LetA-to: Ao, withAt 0: 0. Byih.AF 06: O~ [o]d € [O] and
AFtod: Acd~[t]([o]d) € [Al([o]d).

3. All the cases for substitutions are simple and similar to cases already
considered. We show the case of (exr-suss), just for illustration. Let
AF (v,1):8.A. Byih.THvy56: 0 ~[y]d € [©] and T+ tb: (Ay)d ~
[t]d € [[Ay]]d soTF (y§,t8): ©.A ~ [(y,t)]d € [©.A] and, by Rem. .
we conclude I' - (y,t) §: ©.A ~ [(v, t)]d € [©.A].

Now we can define a function mapping each context to an element of the
semantic domain; it is, clearly, logically related with the identity substitution.
Hence, to get soundness we can instantiate Thm. 24]and then apply Lem.

Definition 20 (Canonical element of a context and Normalisation function). Let
N'Fandn =1l

nber(_) = Rry ([_]pr) , where
pr=((...(T,Var0),...),Var(n—1))) .

Soundness of normalisation, and the uniqueness of normal forms, was
already shown by Martin-Lof in [80], where he credits Peter Hancock for the
proof method.

Theorem 25 (Soundness of NbE). Let ' - A, and ' - t: A; then T - A =
nber(A)and ' -t = nber(t): A.

Proof. By Thm.p4/and Lem. O

From soundness and completeness of NbE we obtain a decision procedure
for judgemental equality for well-formed types and well-typed terms.

Corollary 26 (Decision procedure for judgemental equality). Given ' - A and
' A’ wecan decideif T A = A’. Also,if TFt: Aand "' - t’: A we can
decideif TFt=1t': A.

Another consequence of soundness is the injectivity of the constructor Fun.
As we said in Rem. [g} this cannot be proved by induction on derivations.

Corollary 27 (Injectivity of Fun__). If ' FunAB = FunA’B’, then TH A =
A’andTA B =B".

Proof. AssumeTl - Fun AB = Fun A’ B’; then, by Lem.we know ' - Fun A B;
by Thm. 24} and Lem.

't FunAB~[FunAB]preT . (3.1)

From the definition of logical relations we deduce I' - A ~ [A]pr € T and
A - B ~ [Blpra € T; byLem 21| = A = Rir ([A]pr) and TA - B =
Riral ([Blpra). By Lem. on 1“ ) and I - FunAB = FunA’B’ we get
'k FunA’B’ ~ [Fun ABﬂpr € T; and by the same reasoning as before I' - A =
Rir ([A]er) TAF B = Rjra| ([B']pr.a). Finally we can apply (sym) and (rrans)
toconcludeTHFA =A’and TA+B=B". O
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3.4 Implementation of a type-checker for A"

In this appendix we present an implementation of the algorithms for deciding
equality and type-checking. The decision procedure consists of checking the
syntactical equality of the normal forms got by applying the nbe function to
both terms. Even though the normalisation function is defined independently
of type-checking, it can be applied safely only on well-typed terms (or well-
formed types); so checking equality requires to type-check terms.

The syntax of the calculus

data Term = U
| Fun Term Term
| Subs Term Subst
| Abs Term
|  App Term Term
| Var

deriving Eq
data Subst = Empty
| IdSub
| Weak
|  ExtSub Subst Term
| Comp Subst Subst
deriving Eq

type Ctx = [Term]

var :: Int -> Term
var 0 = Var
var n = Subs Var (weak (n-1))

weak :: Int -> Subst
weak 0 = Weak
weak n = Comp (weak (n-1)) Weak

sub :: Term -> Subst
sub = ExtSub IdSub

The Semantic Domain and Reification

data D = Top

| Pair D D
| varD Int
| AppD D D
| UD

| Lam (D -> D)

| FunD D (D -> D)
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readback :: Int -> D -> Term

readback j (VarD i) =var (j - (i+1))

readback j (AppD d e) = App (readback j d) (readback j e)
readback _ UD =U

readback j (Lam f) = Abs $ readback (j+1) (f (varD j))

readback j (FunD d f) = Fun (readback j d) (readback (j+1) (f (VarD j)))

The applicative structure

app :: D->D->D

app (Lam f) e=fe

app de(VarD _) e = AppD d e
app d@(AppD _ _) e = AppD d e
app _ _ = undefined

projl,proj2 :: D -> D
proj1 (Pair d _) =d

projl _ = undefined
proj2 (Pair _e) = e
proj2 _ = undefined

The interpretation

type Env = D

evalTm :: Term -> Env -> D

evalTm U d=UD

evalTm (Fun a b) d = FunD (evalTm a d) (\e -> evalTm b (Pair d e))
evalTm (Subs t s) d = evalTm t (evalSubst s d)

evalTm (Abs t) d = Lam (\e -> evalTm t (Pair d e))

evalTm (App t t’) d = evalTm t d ‘app‘ evalTm t’ d

evalTm Var d = proj2 d

evalSubst :: Subst -> Env -> D

evalSubst Empty d = Top
evalSubst IdSub d=d
evalSubst Weak d = proj1 d

evalSubst (ExtSub s t) d = Pair (evalSubst s d) (evalTm t d)
evalSubst (Comp s s’) d = evalSubst s (evalSubst s’ d)

Normalisation By Evaluation

env :: Ctx -> (Env, Int)

env [] = (Top,0)

env (_:ctx) = (Pair d (VarD n),n+1)
where (d, n) =env ctx

nbe :: Ctx -> Term -> Term

nbe ctx tm = readback n (evalTm tm d)
where (d,n) = env ctx

eqCheck :: Ctx -> Term -> Term -> Bool
eqCheck ctx a b = nbe ctx a == nbe ctx b
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Bi-directional type-checking algorithm

The type-checking algorithm consists in three functions: tyCheck decides the
well-formedness of a type, in normal form, under a (well-formed) context;
the checking that a term, in normal form, has a given type under a context
is done by tmCheck; finally, infTy infers a type for a neutral term under a
given context. Note that infTy can fail, but when it succeeds the inferred
type is well-formed, so it is safe to use nbe to decide its equality with another
well-formed type.

tyCheck :: Ctx -> Term -> Bool

tyCheck _ u = True

tyCheck ctx (Fun a b) = tyCheck ctx a && tyCheck (a:ctx) b
tyCheck ctx k neutral k && tmCheck ctx U k

tmCheck :: Ctx -> Term -> Term -> Bool

tmCheck ctx U (Fun a b) = tmCheck ctx U a && tmCheck (a:ctx) U b
tmCheck ctx (Fun a b) (Abs t) = tmCheck (a:ctx) b t
tmCheck ctx b k = neutral k &&

maybe False (eqCheck ctx b) (infTy ctx k)

infTy :: Ctx -> Term -> Maybe Term
infTy (a:ctx) Var = Just a
infTy (_:ctx) (Subs Var sigma) = tvar sigma >>= \a -> Just $ Subs a Weak
where tvar :: Subst -> Maybe Term
tvar Weak = infTy ctx Var
tvar(Comp sigma’ Weak) = 1infTy ctx (Subs Var sigma’)
tvar _ Nothing
infTy ctx (App k t) = infTy ctx k >>= checkArg
where checkArg :: Term -> Maybe Term
checkArg (Fun a b) = if tmCheck ctx a t
then Just $ Subs b (sub t)
else Nothing

checkArg _ = Nothing
infTy _ _ = Nothing
neutral :: Term -> Bool
neutral Var = True
neutral (Subs Var _) = True
neutral (App _ _) = True

neutral _ = False






Martin-Lof Type Theory with Singleton
Types and Proof-Irrelevance

In this chapter we extend the type-checking algorithm for Martin-Lof type
theory by considering, besides dependent products and a universe, singleton
types, proof-irrelevant propositions, sigma types, natural numbers, and enu-
meration types. The method of the previous chapter can be adapted in a
modular way to these extensions.

Singleton types were introduced by Aspinall [14] in the context of spe-
cification languages. An important use of singletons is as definitions by ab-
breviations (see [14} l42[]); they were also used to model translucent sums in
the formalisation of SML [75]. It is interesting to consider singleton types
because beta-eta phase separation fails: one cannot do eta-expansion before
beta-normalisation of types because the shape of the types at which to eta-
expand is still unknown at this point; and one cannot postpone eta-expansion
after beta-normalisation, because eta-expansion at singleton type can trigger
new beta-reductions. Stone and Harper [109] decide type checking in a logical
framework (LF) with singleton types and subtyping. Yet it is not clear whether
their method extends to computation on the type level. As far as we know, our
work is the first where singleton types are considered together with a universe.

De Bruijn proposed the concept of irrelevance of proofs 32, for reducing the
burden in the formalisation of mathematics. As shown by Werner [116], the use
of proof-irrelevance types together with sigma types is one way to get subset
types a la PVS [103]] in type-theories having the eta rule. This style of subset
types was also explored by Sozeau [107} Sec. 3.3]; for another presentation
of subset types in Martin-Lof type-theory see [101]. Berardi conjectured that
(impredicative) type-theory with proof-irrelevance is equivalent to constructive
mathematics [24]].

4.1 The Calculus

In this section, we introduce the type theory. In order to show the modularity
of our approach, we present it as two calculi ASng and A"": the first one has de-
pendent function spaces, singleton types, and a universe closed under function
spaces and singletons. In the second calculus we leave out singleton types and
we add natural numbers, sigma types, and proof-irrelevant propositions. It is
not clear if singleton types can be combined with proof-irrelevant propositions
without turning the system inconsistent.

Calculus A58 with singleton types

We omit introductory rules for sorts because they are the same as those of
Chap. 3] We repeat introductory rules for contexts and substitutions although
they also remain unchanged.

55
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In the following, whenever a rule has a hypothesis A € Type(T'), thenT €
Ctx shall be a further, implicit hypothesis. Similarly, 0 € ' — A presupposes
I' e Ctx and A € Ctx, and t € Term(I; A) presupposes A € Type(I'), which in
turn presupposes I' € Ctx.

Contexts and Substitutions The operators for contexts and substitutions are
the same as those of AT

(EMPTY-CTX) (Ext-cTx)
I' e Ctx A € Type(T)
o € Ctx LA € Ctx
(EMPTY-SUBS) (1D-suBs) (PST-SUBS)

I' € Ctx I' € Ctx A € Type(I")
Hel—o drel =T pelA =T
(EXT-SUBS) (comp-suBs)
cel—>A te Term(ILAo) del— 0O cEO A

(o,t) e — AA cdel— A

Types The only new type constructor is {t}a, for singletons: a subtype of A
containing t as single inhabitant.

(u-¥) (u-EL) (PUN-F)
I' e Cix A€ Term(lU) A € Type(T) B € Type(TA)
U € Type(I") A € Type(T) Fun A B € Type(T)
(SING-F) (suBs-TYPE)
A € Type(T) te Term(IJA) A € Type(A) cel—>A
{t}a € Type(T) Ao € Type(T)

Terms Singleton types do not have a special constructor for their inhabitants;
on the other hand, we close the universe under singleton types.

(FPUN-U-T) (rUN-I)
A € Term(T, U) B € Term(T.A, U) t € Term(TA, B)
Fun A B € Term(I; U) At € Term(T, Fun A B)
(FUN-EL)

B € Type(TA) t € Term(I; Fun A B) u e Term(T; A)
App tu € Term(T; B (idr,u))

(ayp) (SUBS-TERM)

A € Type(T) cel—=A t € Term(A,A)
q € Term(l"A, A p) to e Term(T; A o)
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(siNG-U-1) (sING-1)
A € Term(T, U) te Term([J A) t e Term([; A)
{tita € Term(T; U) t € Term([{t}a)
(SING-EL)

ae Term(T; A) t € Term({a}a)
te Term([J A)

Axioms for the Equational Theory In the following, we present the axioms of
the equational theory of A58, Equality is considered as the congruence closure
of these axioms. Congruence rules, also called derived rules, are generated
mechanically for each symbol from its typing. For instance, rule (suBs-TYPE)
induces the derived rule

(SUBS-CONG-TY)
A =B € Type(I") vy=0€A-T
Ay =Bb c Type(A)

Another instance of a derived rule is conversion, it holds because of equality
between sorts, such as Term(I; A) = Term(T; A’):

(conv)
t € Term([; A) A=A’ e Type(l
t € Term(IA')

In the following, we present equality axioms without the premises concern-
ing typing, except in the cases where they cannot be inferred.

Substitutions The first two equations witness extensionality for the identity
substitution, the next three the composition laws for the category of substitu-
tions. Then there is a law for the first projection p, and the last two laws show
how to propagate a substitution § into a tuple.

id, = () idra = (p,q)

ido=o oid=o0
(08)y=0(87v) p(o,t)=o0

(=1 (0,t)8 = (05,95)

Axioms for 3 and n, propagation and resolution of substitutions An explicit
substitution (idr, ) is created by contracting a 3-redex (first law). It is then
propagated into the various term constructions until it can be resolved (last
two laws).

App (At) T =t (idr, 1) A(App (tp)q) =t
Uo=U ({tta) o ={tolas
(FunAB)o =Fun(Ao)(B(op,q)) (At)o=A(t(op,q))
(Apprs)o=App(ro) (so) (td)o=1t(d0)
q(o,t) =t tid=t
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Singleton types All inhabitants of a singleton type are equal (siNG-EQ-1). We
mention the important derived rule (siNG-eQ-EL) here explicitly.

(SING-EQ-1) (SING-EQ-EL)
t,t’ € Term(T;{a}a) t=1t' ¢ Term([;{a}a)
t=t" ¢ Term(l,{a}a) t=1t" € Term([,A)

There is a choice how to express the last two rules; they could be replaced with
(SING-EQ-T) (SING-EQ-EL’)
t € Term([{a}a) t € Term(I{a}a)
t=ae Term(l;{a}a) t=ae Term([JA)

The rule (sivg-Eq-EL) is essential; in fact, since we have eta-expansion for
singletons, we would like to derive

I—:{At}FunAB F App qa= t ('d) CL)I B ('d) (1)
from I'{At}Jpinag F q = At: {At}runas, and T = a: A. Which would be im-
possible if (sinG-EQ-EL) Were not a rule.

Properties of A&

An advantage of introducing the calculus as a GAT is that we can derive several
syntactical results from the meta-theory of GATs; for instance, some of the
following inversion results, which are needed in the proof of completeness of
the type-checking algorithm.

Remark 11 (Weakening of judgements). Let A §i NTEFA=A'andTkt=
t': A;then AFApt =A'p,and A tp' =t'p': Ap.
Remark 12 (Syntactic validity).
1. IfM'-t: A, thenT - A.
2. IfTFt=1t': A, thenboth"'+t: A,and "'~ t’: A.
3. A =A',thenbothTHA,and TH A”’.
Lemma 28 (Inversion of types).
1. f ' FunAB,thenT - A,and A F B.
2. If T'H{a}a,thenTFA,and 't a: A.
3. Tk, then T+ k: U.

The following lemma can be proved directly by induction on derivations
by checking the possibles rules used in the last step.

Lemma 29 (Inversion of typing).
1. T FFunA’B’: A,thenTHFA=U,T+A’:U,and also"A’ - B’: U;
2. if TF{b}g: A,thenTHFA =U,"'FB: U,and alsoT" - b: B;
3. if '+ At: A, then either
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a) THFA=FunA’BwithTA’ - t: B; or
b) THA ={aja withTF At = a: A",

4. ifTHApptr: A, thenTFt: FunA’B’,T+r: A’,and T A =B’ (id, r’).

Proof. (1) The last rule used is one of (run-u-1), (conv), (sING-1), OF (SING-E).
In the first case the premises of the rule are what is to be proved; in all other
cases we have a premise with the form I' - Fun A’ B”: B, hence we can apply
the i.h. (2-4) Analogously. O

Remark 13 (Inversion of substitution). Any substitution A - o: I'A is equal to
some substitution A  (o/,t): TA. It is enough to note idr.o = (p,q), hence we
have the equalities 0 =id 0 = (p,q) 0 = (p0,q0).

The extension of the calculus with singleton types introduces a new shape
for normal forms to those of Def.

Definition 21 (Neutral terms, and normal forms).

Nesk:=ql|agp™' |Appkv
NfS v, V,We=U|Fun VW | (vl | Av | k

Calculus N, a type theory with proof-irrelevance

In this section we keep the basic rules of the previous calculus (those that do not
refer to singleton types), and introduce types for natural numbers, enumeration
sets, sigma types, and proof-irrelevant types. The main difference with other
presentations [81} |94, on the syntactic level, is that the eliminator operator
(for each type) has as an argument the type of the result. The presence of the
resulting type in the eliminator is needed in order to define the normalisation
function; it is also necessary for the type-inference algorithm.

Some of the introductory rules of this section do not meet the requirements
of GATs rules; nevertheless, in order to keep the presentation uniform, we use
the same format of the previous section.

Sigma types Both U and Type are closed under (strong) sigma-type formation;
(a,b) introduces a dependent pair and fst t and snd t eliminate it.

(sum-u-1) (suM-F)
A € Term(T, U) B € Term(IA,U) A € Type(I") B € Type(T'A)
YAB € Term(I; U) 2 AB € Type(I")
(sum-IN)

B € Type(TA) ac Term([JA) b € Term(T; B (id, a))
(a,b) € Term([; X A B)

(suM-EL1) (suM-EL2)

te Term(I; XA B) te Term(ILXAB)
fst t € Term([; A) snd t € Term(I} B (id, fst t))
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The (3- and n-laws for pairs are given by the first three equations to follow.
The remaining equations propagate substitutions into the new term construct-
ors.

fst (a,b) = a snd (a,b) =D (fst t,snd t) =t
(fstt)o=fst (to) (sndt)o =snd (to) (a,b)o=(ao,bo)
(ZAB)o=X(A0)(B(op,q))

Propagation laws can be obtained mechanically: to propagate o into ct, just
compose it with each t; that is not a binder (e.g., A in £ A B), and compose its
lifted version (o p, q) with each t; that is a binder (e.g., B in Z A B). Binders are
those formed in an extended context (here, B € Type(I'A)). In the following,
we will skip the propagation laws.

Natural numbers We add an inductive type Nat with constructors zero and
suc() and primitive recursion natrec.
(NAT-U-T) (NAT-Z-1) (NAT-s-1)
I' € Ctx I' € Ctx t € Term(I; Nat)
Nat € Term(I;U) zero € Term(T, Nat) suc(t) € Term(I; Nat)

(NAT-EL)
B € Type(I'Nat)
t € Term(I; Nat) z € Term(T; B (id, zero)) s € Term(I; Rec(B))
natrec(B, z, s, t) € Term(I} B (id, t))

Here, we used Rec(B) as an abbreviation for Fun Nat (Fun B (B (p,suc(q)) p))
which in conventional notation reads TTx:Nat.B — B[suc(x)/x]. Since B is a
big type, it can mention the universe U, thus, we can define small types by
recursion via natrec. This so called large elimination excludes normalization
proofs which use induction on type expressions [43}[46]. We add the usual
computation laws for primitive recursion.

natrec(B, z, s, zero) = z
natrec(B, z, s, (suc(t))) = App (App s t) (natrec(B, z, s, t))

Enumeration sets The type N;, has the n canonical inhabitants ¢, ..., c_;,
which can be eliminated by the dependent case distinction case€* B to---tn_1t
with n branches.
(Nn-U-1) (Nn-1)
I' e Ctx I' e Ctx i<n
N,, € Term(T;U) ¢t € Term(I;Ny,)

(Nn-E)
B € Type(T'N,,) t € Term(I;Ny,)
to € Term(IB (id,cy)) -+ tn—1 € Term([} B (id,cy_4))
cas€' Bty---th_1 t € Term(T; B (id,t))

We add the usual computational law for case distinction, and weak extension-
ality, which for booleans (N;) reads “if t then true else false = t” in sugared
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syntax.

cas€* Btp---tn_1 cl' =t

cas€' Npcy---ch_t=t

In the sequel we use t for denoting, in cas€* B to---tn_1 T, the n terms
to - - tn_1. We will omit superscripts n in ¢, and in case B tr.

For Ny and Ny we can formulate strong n-laws: all their inhabitants are
considered equal, since there is at most one. To realize this, we introduce a new
term % in N if it already has an inhabitant t; we consider * as normal form of t.
Note that this seemingly paradoxical canonical form x € Ny does not threaten
consistency, since it cannot exist in the empty context I' = ¢; otherwise there
would have already been a term t € Term(o, Np).

(No-T™) (No-EQ) (N71-EQ)
t € Term(INg)  t,t’ € Term(T} No) t,t’ € Term(T, N7)

* € Term(T,Ng) t=1t' € Term(I[Ny) t=1" € Term(I;Ny)

On the one hand, rule (No-T™M) destroys decidability of type checking: to
check whether x € Term(I;No) we would have to decide the consistency of
I which is certainly impossible in a theory with natural numbers. On the
other hand, it allows us to decide equality by computing canonical forms.
We solve this dilemma by forbidding * in the user syntax which is input for
the type-checker; x is only used internally in the NbE algorithm and in the
canonical forms it produces. Formally this is reflected by having two calculi:
one with the rule (no-tm) and one without it. To distinguish the calculi, we
decorate the turnstile (F-*) in judgements of the former and leave () for the
calculus without (no-tm). We also use the different turnstiles for referring to
each calculus. In Sec. we prove that (F*) is a conservative extension of (F).

Strong extensionality for booleans and larger enumeration sets is hard to
implement [12}|16]] and beyond the scope of this work.

Proof irrelevance Our treatment of proof-irrelevance is based on Awodey and
Bauer [15] and Maillard [79]. The constructor [ ] turns a type A into the
proposition [A] in the sense that only the fact matters whether A is inhabited,
not by what. An inhabited proposition is regarded as true, an uninhabited
as false. The proposition [A] still has all inhabitants of A, but now they are
considered equal. If A is not empty, we introduce a trivial proof x in [A] which
we regard as the normal form of any t € Term(T} [A]).

(PRE-F) (PRE-F)
A € Term(T, U) A € Type(T)
[A] € Term(T; U) [A] € Type(T")
(PRF-1) (PRE-TM)
ae€ Term([[A) a € Term([[ A)
[a] € Term(T; [A]) * € Term(T; [A])
(PRF-EQ)

A € Type(I t,t’ € Term(T, [A])
t =1t' € Term(T, [A])
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Note that (prRe-TM) is analogous to (No-T™) and the same remarks apply; in
particular, (pre-T™) is also a rule in (F*) but not in (F).
We use Awodey and Bauer’s [15] elimination rule for proofs.

I'F+t:[A] B x:AFb:B Nx:A,y:AFb=>bly/x]:B
I'bwhere [x] «—t:B

The content x : A of a proof t : [A] can be used in b via the elimination
b where [x] = t if b does not actually depend on it, which is expressed via the
hypothesis that b should be equal to b[y/x] for an arbitrary y. This elimination
principle is stronger than “proofs can only be used inside of proofs” which is
witnessed by the rule:

I=t:[A] B x:AtFb:[B]
' b where [x] « t: [B]

Note that this weaker elimination rule in the style of a bind operation for
monads is an instance of the Awodey-Bauer rule, since the equation I[x:A,y:
A b =D0ly/x] : [B] holds trivially due to proof irrelevance.

The Awodey- Bauer where fulfills 3-, n-, and associativity laws analogous to
the ones of a monad.

b where [x] + [a] = bla/x]
bllx]/y] where [x] — t =b[t/y]
a where [x] « (b where [ y c) =
(a where [x b) where [y] « ¢ ify ¢ FV(a)

After this more readable presentation in named syntax, we add the eliminator
and its equations to our framework in de Bruijn style:

(PRF-EL)
t € Term(I [A])
B € Type(T) b € Term(TLA, B p) bp=b(pp,q) € Term(lTA.Ap,Bpp)

bwheré® t € Term(T} B)

bwheré® [a] = b (id, a) (prE-P)
b (p, [q]) where® t = b (id, t) (PrE-1)
awhere® (bwheré® ¢) = (a(pp,q) wheré*P b) wheré® ¢ (PRE-ASSOC)

After exposition of the formation, introduction, elimination, and equality
rules for the types of A", we continue with basic properties of derivations.

Definition 22 (Neutral terms and normal forms).

Ne > kz=...|fst k| snd k| natrec(V,v,v’, k) |
cas€* Vv« vn_1 k| vwhere” k|
Nf > v, Vi=...|ZVW/|Nat| Ny |[V]](v,v')]|zero|suc(v)]|cl| M
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The next lemma can be strengthened by stating that the judgements in the
conclusion of each property corresponds to a sub-derivation of the derivation
in the premise. The importance of the stronger version is that, in proof by
induction on derivations, one can use induction hypotheses in the inverted
judgements.

Lemma 30 (Inversion of types).
1. fTHFXZAB,thenT+A,and A  B.
2. If '+ [A], then T I A.
Lemma 31 (Inversion of typing).
1. fHTFXZA'B: A,thenTHFA=U,andTHA’: U,and TA’ I B: U.
2. If T+ Nat: A,thenTHA =U.
3. fF'-Np: A, thenTHA=U.
4. UTH(t,b): A, thenTHFA=XA’B,and " t: A’,and '+ b: B (id, t).
5. If"'-fstt: A, thenTHFA=A’,and T+ t: ZA’B, for some A’, and B.

6. IfT'-snd t: B, thenT B =B’ (id,fst t),and '+ t: ZA B’, for some A,
and B’.

7. If T zero: A, then '+ A = Nat.
8. If 'suc(t): A, then T+ t: Nat,and ' = A = Nat.

9. If T + natrec(B,z,s,t): A, then 'Nat + B, I' + z: B(id,zero), T I
s: Rec(B), T+ t: Nat,and '+ A = B (id, t).

10. if T clt: A, thenTHA =Ny;

11. If T F case Bt t’: A, then IN, F B, T t;: B(id,ci), T + t’: Ny, and
Mk A =B (id, t).

12. fT'F[t]: A,thenTHFA=[A]and T F1t’: A’.

13. If T - bwheré® t: A,thenT' - A =B, T I t: [A’] forsome A’,TLA’ - b: Bp,
andTA’.A’p~bp=">b(pp,q): Bp.

Conservativity of x

In this section we prove that (F*) is a conservative extension of (F); i.e., any
derivation in (F*) has a counterpart derivation in () and the components of
the conclusions of those derivations are judgmentally equal in (F*).

Definition 23. A term is called pure if it does not contain any occurrence of *.
Let v be a syntactical entity, if i is obtained from v by replacing all occurrences
of x by pure terms, then p is called a lifting of v.

We will distinguish those liftings that are judgmentally equal to the lifted
entity, these liftings are called good liftings.

Definition 24 (Good lifting).
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. A context I'" I is a good lifting of I -* if '’ is a lifting of T, such that

T =T

. A substitution I'" - 0/: A’ is a good lifting of ' =* 0 : Aif " Fand A’ F

are good liftings of ' =* and A F*, resp., and o0 is a lifting of o, such that
F'Hro=0":A.

. Atype ' A'is a good lifting of ' =* A if ' I is a good lifting of " -*

and A’ is a lifting of A, such that T F* A = A",

. Aterm ' t': A’is a good lifting of 'F* t: Aif T = A’ is a good lifting

of '* A and t’ is a lifting of t, such that "' F* t =t : A.

Now we can prove that there is a good lifting for each syntactic entity; for

proving this, we need the stronger condition that any pair of good liftings for
some entity are judgmentally equal.

Theorem 32.

1. Let ' F*; then there is a good lifting '’ - of T *; moreover if ' - is also

a good lifting of T H* then =T/ =T".

. Let ' F* 0 : A; then there is a good lifting I'" - ¢’: A’ of ' F* 0 : A;

moreover if ' F o”: A” is also a good lifting of ' -* 0: Athen T’ =
IM"eEA =A",andT'F o' =0": A

. Let T'H* A; then there is a good lifting I'" - A’ of ' F* A ; moreover if

'+ A" is also a good lifting of I' -* A then-T" =T"and " - A’ = A",

. Let ' F* t : A; then there is a good lifting I'" F t': A’ of T F* t: A

; moreover if I'" F t”: A” is also a good lifting of ' * t : A then
FT =TT A’ =A” and " Ft/ =t": A",

Proof. By induction on derivations, in each rule we use i.h., and build up the
corresponding entity to the good lifting for each part of the judgement; then,
given any other good lifting of the whole judgement, we do inversion on the
definition of good lifting, and get the equalities for each part; we finish using
congruence for showing that both good lifting are judgmental equal.

We show the case for (pre-tm). First we prove the existence of a good lifting.

I'* %: [A] hypothesis (*)
T t: A by inversion on (t)
ret: A’ by ind. hyp. is a good lifting of
I+ [t']: [A] by (ere-1), is a good lifting of (¥)
Now we prove the second half of the theorem.

MkEs:B hypothesis, be other good lifting of (**)

I'"rB by inversion, good lifting of I' =* [A]

r"EB" =[A"] by ind. hyp.

M E[t']=s:[A] by (prr-EQ) and (conv).

Corollary 33. The calculus (F*) is a conservative extension of ().
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Combining singleton types and proof-irrelevant propositions For illustrating the
difficulties one can find when extending A" with singleton types, consider a
slightly different calculus where we drop the type annotation of the eliminator
for proof-irrelevance terms; i.e. we would have b where t instead of b wheré® t.
In the resulting system one can derive:

Fcd:{ciin, Fct{ctin,
- x:l{cdin, ] - x:l{ctin, ]
- x where [x] «— x:{c3}n, - x where [x] « x:{c?}y,
F x where [x] «— x = c3:{c3]n, F x where [x] «— x = c:{ci]n,
I—xwhere[x](—*:cézNz I—xwhere[x}(—*:c%:Nz

I—cé:c%:Nz

This derivation shows that mixing the rule (sinc-eo-eL) with erasure of proof-
terms leads to inconsistencies. It is yet unclear how to combine singleton types
and erasure of proof-terms; we leave this topic for a future work. On the other
hand, there are no problems in extending (-) with singletons types; in fact,
we can construct (see Rem. a model where [c3] # [c%], which assures
I/ c3 = c3:Na.

4.2 Semantics

In this section we define a class of models for the calculus A58, Since it features
(n) for function spaces and singletons, we need to use a PER model and to
n-expand in the model as in Sec. As is to be expected, the model also shares
some structure with that of Sec. there are PERs for large types and for the
universe of small types, and a family of PERs indexed over semantical types.
In the last part of this section we extend the model and the normalisation
function for A"

PER semantics

In this subsection we introduce the abstract notion of PER models for our
theory. We have already introduced PERs in Def. 5] and also settled some
naming and notation conventions. The only new concept related with PERs
that we use is that of a family of PERs indexed by a PER: if R € PER(A) and
F: dom(R) — PER(A), we say that F is a family of PERs indexed by R iff for all
a=a’€R,Fa=Fa’' If Fisafamily indexed by R, we write F: R — PER(A).

The following definitions are standard (e.g. [14} 42]) in definitions of PER
models for dependent types. The first one is even standard for non-dependent
types (cf. [89]) and “F-bounded polymorphism” ([29]]); its definition clearly
shows that equality is interpreted extensionally for dependent function spaces.
The second one is the PER corresponding to the interpretation of singleton
types; it has as its domain all the elements related to the distinguished element
of the singleton, and it relates everything in its domain.

Definition 25. Let A be an applicative structure, X € PER(A), and F € X —
PER(A).
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1. [[ XF={(f,f')|f-a=f"-a’"€Faq, foralla=a’ € X}
2. {a}x ={(b,b")]a=beXand a=b’' € X}.

Besides interpreting function spaces and singletons we need PERs for the
denotation of the universe of small types, and for the set of large types; jointly
with these PERs we need functions assigning a PER for each element in the
domain of these universe PERs. Note that this forces the applicative structure
to have some distinguished elements.

Definition 26 (Universe). Given an applicative structure A with distinguished
elements Fun and Sing, a universe (U, [_]) is a PER U over A and a family
[]: U — Per(A) with the condition that U is closed under function and
singleton types. This means:

1. Whenever X = X’ €¢ Uand foralla=a’ € [X], Fa=F a’ € U, then
FunXF=FunX'F € U, with [FunXF =[] [X] (a — [F a]).

2. Whenever X=X"e€ Uand a=a’ € [X], thenSinga X =Singa’ X' e U
and [Sing a X] = {a}x].

An applicative structure paired with one universe for small types and one
universe for large types is the minimal structure needed for having a model of
our theory.

Definition 27 (PER model). Let A be an applicative structure with distinguished
elements U, Fun, and Sing; a PER model is a tuple (A, U, T, []) satisfying:
1. U C T € PER(A), such that (T, [_]) and (U, [_] |y) are both universes, and
2. U e dom(T), with [U] = U.

In the following definition we introduce an abstract concept for environ-
ments: since variables are represented as projection functions from lists (think
of q as taking the head of a list, and p as taking the tail), it is enough having
sequences together with projections.

Definition 28 (Sequences). Given a set A, a set A* has sequences over A if there
are distinguished operations T : A*, Pair : A* x A — A*, fst : A* — A*, and
snd : A* — A such that

fst (Pairab) =a snd(Pairab)="b .

Now we need to extend the notion of PERs over A to PERs over A* for
interpreting substitutions.

Definition 29. Let A be an applicative structure and let A* have sequences over
A; moreover let X € PER(A*) and F € X — PER(A).

1.1 :{(T»T)};
2. [ XF={(a,a’) [fsta=fsta’ € Xand snd a =snd a’ € F (fst a)};

Until here we have introduced semantic concepts. Now we are going to
axiomatise the notion of evaluation, connecting the syntactic realm with the
semantic one.
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Definition 30 (Environment model). Let (A, U, T, []) be a PER model and let
A* have sequences over A. We call M = (A, U, T, L1, A*, [], []}) an environment
model if the evaluation functions [_]_: Terms x A* — A and [_]°_: Terms x A* —
A* satisfy:

[UJa=U [idfa=a
[Fun AB]a = Fun ([A]a)F [OFa=T
where F b = [B](Pair a b) [od] a = [o]*([0]°a)
[(thala = Sing ([t]a) ([Ala) [(o, Y] a = Pair ([o]*a) ([t]a)
[to]a=[t]([c] a) [pl’a = fsta

[At]a =f, where f - b = [t](Pair a b)
[App t uJa = ([t]a) - ([u]a)
[q]Ja =snd a

Since no ambiguities arise, we shall henceforth write [o] instead of [o]°.

Once we have an environment model M we can define the denotation for
contexts. The second clause in the next definition is not well-defined a priori;
its totality is a corollary of Thm.[34]— contrast this approach with the one in
the previous chapter, where we defined simultaneously the notion of validity
with the semantics of contexts.

Definition 31. Given an environment model M, we define recursively the
semantic of contexts [_]: Ctx — PER(A*):

1. o] =1,
2. [FA]=T111T1(a— [[A]al).

We use PERs for validating equality judgements and the domain of each
PER for validating typing judgements.

Definition 32 (Validity). Let M be an environment model. We define inductively
the predicate of satisfability of judgements by the model, denoted with I' £ J:

1. © Fiff true

2. TAFIffTEA

3. TEAIMffTEFA=A

4. TEA=A'iffTEandforalld=d' €[], [A]d=[A']d" €T

5. TEt:AiffTEt=1t: A

6. TEt=t":Aiff TE Aand foralld=d’ € [I], [t]d = [t']d’ € [[A]d]

7. TEo:AiffTFo=0:A

8. TEo=0':AiffTE,AF,and forall d = d’ € [I'], [o]d = [o’]d’ € [A].
Theorem 34 (Soundness). Let M be a model. If ' - ], then T M J.

Proof. By easy inductionon T I J. O
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A concrete PER model

In this subsection we define a concrete PER model over a Scott domain which
extends that of Def.

Definition 33. In this section the domain used comes from the following domain
equation:

D~0&¢Var, @D - D]®(DxD)®(DxD)20&(Dx[D — D)@ (DxD) .

When comparing with the domain of the previous chapter, the only new
possible shape for an element of D which is not L is Sing d d’ for d,d’ € D; so,
we have the following forms for elements that are not _L:

T (d,d”) ford,d’ € D

Var i u forie Var

lam f Fundf forde D,and f € [D — D]
Appdd’ Singdd’ for d,d’ € D.

In order to define an environment model over D, we endow it with an
applicative structure. Note also that D has pairing, letting us to take the
set of sequences over D simply as D* = D with Pairab = (a,b). We define
application _-_: [D x D — D] and the projections p,q: [D — D] by

fe ifd=Ilamf
d . e = .
1 otherwise

de dy ifd=(ds,d2) do dy ifd=(dy,d2)
pa= 1 otherwise ae= 1 otherwise

The definition of the readback function is defined just as before; the only
new case with respect to Def.[14]is Sing d d’. Note that we identify elements in
Var with natural numbers; this is justified because Var is denumerable.

Definition 34 (Readback function).

Rju=U
Rj (Fun X F) = Fun (Rj X) (Rj4+1 (F(Var j)))
R; (Sing d X) = {R; d}g, x
R; (Appdd) App (R;d) (R;d)
R; (lam f) = A(Rj41 (f(Var j)))

. q ifj <i+1
Rj (Var i) :{ 1) ] .
qp ifj >1i+4+1

As in Sec. our PER model is based on the notions of semantical normal
forms and neutral values.

Definition 35 (Semantical neutrals and normal forms).

e d=e € Neif, foralli € N, Ry d and R; e are both defined, R; d = R; e,
and R; d € Ne.
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e d =e e Nfif, foralli € N, Ry d and R; e are both defined, R; d = R; e,
and R; d € Nf.

Lemma 35 (Closure properties of Ne and Nf).
1. U=U e Nf.

2. Let X = X’ € Ne. If F-k = F -k’ € Nf for all k = k’ € Ne, then
Fun X F = Fun X’ F/ € Nf.

3. If d = d’ € Nf and X = X’ € Nf, then Sing d X = Sing d’ X’ € Nf.
4. If f-k=1"-k’ € Nf forall k =k’ € Ne, then f = f’ € Nf.

5. Var i=Varie& NeforallieN.

6. If k =k’ € Neand d = d’ € Nf, then Appkd = Appk’d’ € Ne.

We define U, T € PER(D) and [] : domT — PER(D) using Dybjer’s schema
of inductive-recursive definition [52]. We show then that [ ] is a family of PERs
over D.

Definition 36 (PER model).
1. Inductive definition of U € PER(D).

a) NeC U,
b) if X=X'"e€ Uand d =d’ € [X], then Singd X =Singd’ X’ € U,
c)if X=X € Uandforalld =d" € [X|, Fd = F d’ € U then
FunXF=Fun X' F' € U.
2. Inductive definition of T € PER(D).

UCT,
U=UeT,
if X=X"eT,andd=d’ € [X] thenSingd X =Singd’' X' €T,

if X=X €T,andforalld =d’ € [X], Fd =F d’ € T, then
FunXF=FunX'F' e T.

a
b
c

)
)
)
d)

3. Recursive definition of [_] € dom(T) — PER(D).

a) U]l =

b) [Smg dX] = {d),

c) [FunXFl=]]Xl(dw~ [Fdl),
d) [d] = Ne, in all other cases.

Remark 14. The generation order T on T is well-founded. The minimal ele-
ments are U, and elements in Ne; X ©— Fun X F,and foralld € [X], Fd C Fun X F;
and, finally, X C Sing d X.

Lemma 36. The function [_]: dom(T) — PER(D) is a family of PER(D) over T,
i, []: T — PER(D).
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Proof. By induction on X = X’ € T. We do not show the base cases, for they
are trivial.

1. Let Singd X =Sing d' X’ € T.

(Xl = [X'] by ind. hyp.
d=4d"e[X] by ind. hyp.
e=de[Xlande' =d e [X hypothesis
e=d e€[Xlande' =4d’ € [X] by transitivity
{d}x ={d"}x/ by definition.

2. Let Fun XF=Fun X' F' € T.

(X] = [X'] by ind. hyp.

foralld € dom([X]),Fd=F deT by definition )
foralld=d' e [X],f-d=f"-d" € [Fd] hypothesis
f-d=f"-d"€[Fd by ind. hypothesis in ().

O

The previous lemma leads us to the definition of a PER model over D. Note
also that D has all the distinguished elements needed to call it a syntactical
applicative structure.

Corollary 37. The tuple (D, U, T,[]) is a PER model. O

Normalisation and n-Expansion in the Model

In the following, we adapt the NbE algorithm outlined in Chap. [2|for STT to
the dependent type theory AS"8. Since readback has already be defined, we
only require reflection, reification and evaluation functions.

Definition 37 (Reflection and reification). The partial functions T _,| _:[D —
[D — D]l and |} : [D — D] are given as follows:

Trunx Fk=lam (d — Trq (Appk [x d))
lrinxrd=lam(e— [ e(d - Txe))

Tsing a xk=d lsingaxe=1xd
Tuk=k lud=Ud
Tx k =k, in all other cases. lx e = e, in all other cases.

U (Fun X F) = Fun (1LX) (d — I (F Tx d))
1 (Sing d X) = Sing (1x d) (4-X)

Ju=u

UJ X =X, in all other cases.
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In the following lemma we show that reflection T corresponds to Berger

)«

and Schwichtenberg’s “make self evaluating” and both reification functions |
and |} correspond to“inverse of the evaluation function” [26]. Note that they
are indexed by types values instead of syntactic types, since we are dealing
with dependent instead of simple types.

Lemma 38 (Characterisation of T, |, and |}). Let X = X’ € T, then
1. if k =k’ € Nethen Tx k = Tx- k’ € [X];
2. ifd=4d’ € [X],then [xd =[x, d’ € Nf;

3. and also | X = |l X’ € Nf.

Proof. By inductionon X =X’ € T.
1. Case Singd X =Singd’ X' € T.

a) The partial function T _ maps neutrals to related elements in the
corresponding PER.

k =%k € Ne hypothesis

d=d eXlandX=X"€eT by inversion

Tsing a x k =dand Tsinga’ x' k' =d’ by def.

d=d’ ¢{d}x by def. of this PER.

b) The partial function | _ maps related elements to related normal

forms.
di = d; e{d}x hypothesis
di=dy=d=d"eXlandX=X"€eT by inversion
Ixd=|x-d" €Nf by ind. hyp.
Lsing a x d1 = Lsing a7 x» d2 € Nf by def.

c) The function |} _ maps related elements in T to normal forms.

U Sing d X = Sing ([ x d) (I X) by def.
U Sing d’ X’ = Sing (Ix-d") (I X" by def.
Ixd=[xd"eNf by ind. hyp.
IX=1X"eNf by ind. hyp.

Sing (x d) (L X) =Sing (xd) (I X) € Nf by Lem. [35}

2. Case Fun XF=Fun X' F' € T.
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a) The partial function T _ maps neutrals to related elements in the
corresponding PER.

k =k’ € Ne hypothesis

d=4d’"e[X hypothesis *
X=X'eT by inversion (t)
Fd=Fd' eT by inversion (%)
Ixd=|x-d" & Nf by ind. hyp. on (¥) and
Appk(lx d) = Appk’(lx-d") € Ne by Lem.[35] (1)

Tra (Appk(Ix d)) =
Terar (Appk’ (Ix-d’)) € [Fd] by ind. hyp. on (%) and
TFun X F K = Trun x - k' € [Fun X ] by def.

b) The partial function | _ maps related elements to related normal
forms.

X=X€erT by inversion (*)
f=f" € [Fun X F] hypothesis
k =k’ € Ne hypothesis
Txk=Tx k" €[X] by ind. hyp. on (1)
d:=Txk abbreviation
d :=Tx k' abbreviation
Fd=Fd' eT by inversion and (**)
f-d=f"-d" e[Fd definition of [Fun X F] (1)
lra(f-d)=1lr a (f"-d’) € Nf by ind. hyp. on (i)
(Lrinx Ff) - k=

(Lrun x’ ¥/ ') - k' € Nf by def.
Lrun x ¢ £ = Leun x £/ £/ € NF by Lem. 53

c) The function |} _ maps related elements in T to normal forms.

X=X¢€eT by inversion ()
UX =X eNf by ind. hyp. on (**)
k =k’ € Ne hypothesis.

Txk=Tx k' € [X] by ind. hyp. on (1)
d:=Txk abbr.

d’ == Tx k' abbr.

Fd=Fd' eT by inversion and ($)
L(FA) =L (Fd') e Nf by ind. hyp. on

U (FunXF) =0 (Fun X" F') e Nf  byLem.[35]
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Let us recapitulate what we have achieved: we have defined a PER model
over the domain D; then we defined a family of functions |x indexed over
denotation of types with the property that when applied to elements in the
corresponding PER we get back elements which will be reified as normal forms.
In fact, we have the stronger result that whenever we apply |x to two related
elements d = d’ € [X] we get elements to be reified as the same term.

Now we define evaluation which clearly satisfies the environment model
conditions in Def. @ hence, we have a model and, using Thm. we conclude
completeness for our normalisation algorithm.

Definition 38 (Semantics). Evaluation of substitutions and terms into D is
defined inductively by the following equations.

[Uld=U [id]d =d
[Fun ABJa = Fun ([A]d) F [O]ld=T
where F e = [B]((d, e)) [od]d = [o]([o]d)
[{t}A]d = Sing ([t]d) ([A]d) I(o, )] = ([o]d, [])
[to]d = [t]([o]d) [pld = fst d

[M]d = lam (d’ — [t](d,d"))
[App tu]d = ([t]d) - ([u]d)
[q]d =snd d

Theorem 39 (Completeness of NbE). Let 't =1t’: A and let also d € [I'], then
Liaja ([tld) = Lgaja ([t']d) € Nf.

Proof. By Thm.[34]and Lem. O

Calculus N with proof irrelevance

We extend all the definitions concerning the construction of the model.
Definition 39 (Extension of domain D).
D=...4Dx[D—=D]eD&D
®0406DeD—-D]xDxD—[D—-D]]xD
D0 NeNxNaeNx[D—-D|xD¥xD .

In the last summand D is the set of finite tuples over D. We use the following
notations for the injections into D:

Sum(d, F) Fstd, Sndd forde D,Fe[D — D]
zero Nat % sucd Prfd forde D
N ct fori,n e N

-

Natrec(F,d,g,d’) ford,d’ € D,Fe[D — DJ],ge [D — [D — D]]

Case*(F,d,d’) ford,d’ e D,Fe[D —»D],deD¥ neN .



74 4. EXTENDED MARTIN-LOF TyPE THEORY

In this extension, the injections Fst, Snd, Natrec, and Case construct neutral
elements k. Soundness for the calculus (F*) requires the canonical element
for proof-irrelevant types (x) to be in every PER; thus we need to redefine
application _ - _ to have x € [Fun X Fl:

*x-d=x.

We also redefine the projections p* and q* to account for neutrals and because
they are used in the definition of | [ XF, which will be used as the denotation
of sigma types.

d; if d = (dq,d2) d; if d = (d,d2)
p*d=< % ifd=x qg-d= <~ ifd=x
Proj;(d) otherwise Projo(d) otherwise

Definition 40 (Readback function).

Rj Nat = Nat Rj (d,d") = (Rjd,R;d’)
Rj zero = zero R; (Proh( )) =fst (R; d)
Rj (sucd) =suc((Rjd)) Rj(Proj(d)) =snd (R;d)
Rj (Prfd) =[(R; d)] R]*:*
Rj (Nn) = N, Rj (ci") =

Rj (Sum(X,F)) = Z (Rj X) (Rj41 (F Var j))
Rj (Natrec(F, d, f, e)) = natrec((Rj41 (F Var j)), (R; d), (R; f), (R e))
R;j (Case™(F, (do,...,dn—1),€)) = case™ (Rj41 (FVarj)) (Rjdo)---
(Rydn—1) (Rye)
We define inductively new PERs for interpreting naturals and finite types.

Note that Cy and C; are irrelevant, in this way we can model n-expansion for
No and Nj; |X]| is also irrelevant, even when X distinguishes its elements.

Definition 41 (More semantic types).
1. N is the smallest PER over D, such that
a) NeC N
b) zero =zero € N
c) sucd =sucd’ e N,ifd=d"e N
2. If X € PER(D) then [X|:={(d,d’) | d,d’ € domX U{x}} € PER(D).
3. Co = [0l ={(x,%)},
4. Cr =gl ={(d,d") | d,d" € {x,co},
5. Cn ={(c,cl) [i<n}UNe, forn > 2.

We add new clauses in the definitions of the partial equivalences for uni-
verse and types, these clauses do not affect the well-foundedness of the order
C defined in Rem. but now we have that N,, and Nat are also minimal
elements for that order.
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Definition 42 (Extension of U and T).
1. Inductive definition of U € PER(D).
a) f X =X e U,and foralld = d’ € [X], Fd = F'd’ € U, then
Sum(X,F) =Sum(X’,F') € U.
b) Nat = Nat € U,
¢) Npn =N, €U,
d) if X=X’ € U, then Prf X =Prf X' € U.
2. Inductive definition of T € PER(D).
a) f X =X € T,and foralld = d’ € [X], Fd = F/d’ € T, then
Sum(X,F) =Sum(X’,F') e T.
b) if X=X € T,then PfX=Prf X’ € T.

3. Recursive definition of [_] € dom(T) — PER(D).
m(X )l =11 (d~ [Fd]),

a) [S

b) [ Cn

c) [Nat] =N,

d) if X € domT, then [Prf X] = {(*,*)}.

Note that in the PER model, all propositions Prf X are inhabited. In fact, all
types are inhabited, for there is a reflection from variables into any type, be it
empty or not. So, the PER model is unsuited for refuting propositions. How-
ever, the logical relation we define in the next section will only be inhabited
for non-empty types.

Remark 15. It can be proved by induction on X € T that x € [X].
Definition 43 (Reflection and reification, cf.[37).

Tsum(x,F) kK = (Tx Fstk, Tr (1, Fst k) Snd k)
lsumix,;ppd=(Uxp"d, lFp-aya”d)

Tnatk =k INatd =d
Tno k=% Inod=x
™, k=c) Inyd=¢}
Tn,.k=k forn>2 In,d=d

Terfx k= lpxd=x%

4 Sum(X; F) = Sum(({ X), (d — I (F Tx d))) 4 Nat = Nat
UNp =N; Y PrfX =Prf (I X)
To give semantics to eliminators for data types we define partial functions
natrec:[D - D] xD xD xD — D, andcase:[D = D] xD xD x D — D.
Definition 44 (Eliminations on D).
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1. Elimination operator for naturals.

natrec(F, d, f, %) = %
natrec(F, d, f,zero) = d
) = (f-e) - natrec(F, d,f, e)
) = T x (Natrec(d’ — | F d’,
LF zero d,
lamd’ — (lame’ — [ (sycar) f-d’-e’),
k))

natrec(F, d, f,suce
natrec(F, d, f, k

2. Elimination operator for finite types.

case™(F, (do,...,dn—1),%x) = *
case™(F, (doy...,dn_1),ci") = di
case™(F, (c§,y...,ch_q),d) =d
case™(F, (do,...,dn—1),K) =Tr x (Case*(e — | Fe,

<~LF cy dO»- . -»lF .y dn71>>k))

Remark 16. If foralld =d’ e N,Fd=F'd’ € T, and z = z’ € [F zero], and
foralld =d’" € Nande=¢' € [Fd],s-d-e=s’-d’-e’ € [F(sucd)], and
d = d’ € N then natrec(F, z, s,d) = natrec(F, z,s,d’) € [F dl.

With these new definitions we can now give the semantic equations for the
new constructs.

Definition 45 (Extension of interpretation).

[EAB]d = Sum(([A]d), (d" — [B](d,d")))  [NnJd=Nn

[Nat]d = Nat [[Al]ld = Prf [A]d
[fst t]d = p* [t]d [snd t]d = q™ [t]d
[(t,t)]a = ([t]4,[t']d) [zero]d = zero
[suc(t)]d = suc[t]d [x]d = %
[lal]d =« [ci']d =cff

[b where® t]d = [b](d, *)
[natrec(B, z, s, t)]d = natrec(e — [B](d, e), [z]d, [s]d, [t]d)
[cas€* B to---tn_1 t]d = case™(e — [B](d,e), ([to]d,..., [tn=1]d), [t]d)

Lemma 40 (Laws of proof elimination). 3, 1, and associativity for where are
modeled by the extended applicative structure.

Proof. The proofs of soundness for (pre-f3) and (prr-1) have the same structure,
so we show only the first one.
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* (PrE-PB) bwhere® [a] = b (id, a)

[b wherée® [al]d

= [b](d, %) def. of semantics for bwhere® [a]

= [b](d, [a]d) ind. hypothesison TA.ApFbp=">b(pp,q): Bpp
= [b]([(id,a)]d) def. of semantics for substitutions

=[b(id,a)]d

* (PrE-assoc) a where® (bwhere® ¢c) = (a (pp, q) where* P b) where® ¢

[awhere® (bwheré c)]d = [a](d,*)

[al(d, [b](d,~))

[a(pp,a)]((d,*),[b](d,*)) O
= [a(pp,q)wheré*Pb)](d,*)
= [(a(pp,q)wheré*Pb)where® c]d

Theorem 41. All of lemmata[36} 38} and theorems[34} and [39]are valid for the
extended calculus.

Note that we have defined a proof-irrelevant semantics for (F-*) that collapses
all elements of [A] to x, which leads to a more efficient implementation of the
normalisation function. However, this semantics is not sound if A" is extended
with singleton types interpreted analogously to Cy, i.e., [Sing d X] = [{d}x|,
because it does not model (sing-eq-eL). (We have d = x € [Sing d X] for all
d € [X], but not necessarily d = % € [X].) On the other hand, A" without % can
be extended to singleton types as explained in the following remark.

Remark 17 (Extending A" by singleton types). Singleton types can be added
straightforwardly if we employ a proof-relevant semantics: the domain D is not
changed; in particular we have » € D, and it is readback as before, Rj x = %;
hence x € dom(Nf).

Enumerated types are modelled in a uniform way: [Nn] = {(c[',c") |1 <
n} U Ne; proof-irrelevance types [A] are interpreted as the irrelevant PER with
the same domain as the PER for A: [PrfX] = {(d,d’) | d,d’ € dom([X])}
Reflection and reification for Prf X are defined respectively as

Trrexd=Txd and lprexd=x.

With these definitions it is clear that the corresponding result for Lem.[38]is
still valid.

Since dom[Prf X] = dom[X], introduction and elimination of proofs can be
interpreted as follows

[lal]ld = [a]Jd and [bwhere® t]d = [b](d, [t]d) ;
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this model is sound with respect to the calculus () extended with singleton
types; hence Thm.[39]is valid.

Remark 18. As was previously said we cannot use this PER model for proving
that there is no closed term in Ny. Instead, one can build up a PER model, in
the sense of of closed values, where [No] = ). By soundness (Thm. it
follows that there is no possible derivation of - t: Ng.

4.3 Correctness of NbE

As in previous chapters we use logical relations to prove correctness of NbE.
The section is similar to Sec.[3.3} as a corollary of the fundamental theorem
(Thm. we show that a term is related to its denotation with respect to
some canonical environment; previously we prove, in Lem. that if a term
is logically related with some semantic element, then its reification will be
judgmentally equal to the term. Composing these facts we obtain correctness.
As a consequence of having correctness and completeness for NbE, one gets
decidability for judgmentally equality: normalise both terms and check they
are syntactically the same.

Logical relations

Definition 46 (Logical relations). We define simultaneously two families of
binary relations:

1. fI'+then (T'+_~_€T) C{A|TF A} x T shall be a I'indexed family
of relations between well-formed syntactic types A and type values X.

2. fTHFA~XeTthen('F_:A~_€e[X]) C{t| Tk t: A} x [X] shall
be a (I A, X)-indexed family of relations between terms t of type A and
values d in PER [X].

These relations are defined simultaneously by induction on X € T.

1. Neutral types: X € Ne.

a) TEFA~XeTiffforall A<'T, A Apt =Rjp | X.

b) rl—t:/-\~de_[X]iffr}—A~X6T,andforallAgi IAFtpt=
R‘A‘ lx dZApl.

2. Universe.

a) TFA~UeTiffTHFA=U.
b) THt: A~Xe[Uiff TFA=U,andTHt~Xe€eT.

3. Singletons.

a) THA~SingdXeTiffTFA={a}Jarand T+ a: A’ ~d € [X].

by THt:A~d e€[SingdX]iff THFA ={a}a-andTFt: A’ ~d e [X],
andTHA'~XeT.

4. Function spaces.
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a) TFA~FunXFeTiffTHFA=FunA’B,andT+-A’~X e T, and
AFB(phs)~FdeTforall A<!TandAFs: A'pt~de [X].

b)THt:A~fe[FunXFliffTHA =FunA’B, T+ A’ ~ X, and
A+ App (tp') s: B(ptys) ~f-d € [Fd] forall A <! Tand A
s:A’pt~de [X].

Calculus A" with proof irrelevance We present next the definition of logical
relations for A'; then we prove the technical results about logical relations for
both calculi.

Definition 47.
1. Sigma types.

a) T A~Sum(X,F)iffTHFA =XA’'B’and T+ A’ ~ X and for all
A<!'TandAFs:A’pt~de[X],A+B'(pls)~Fd.

b)THFt:A~de [Sum(X,F)]if TFA=XA’B’and "'+ fst t: A’ ~
p*de [X]and 't snd t: B’ (idr, fst t) ~q* d € [F (p* d)].

2. Natural numbers.

a) '+ A ~Natiff " A = Nat.
b) THt:A~d e [Nat]iff T A ~Natand forall A <!T,AF tp! =
R|A| d: Nat.
3. Finite types.

a) TEFA~N,iffTHFA=N,.
b)THt:A~de [N, Jiff THFA~N,andforall A<!T,AF tpt =
R|A|dINn.

4. Proof-irrelevance types.

a) THFA~PrfXeTiff TFA=[AlandTHA’'~X€eT.
b) TFt:A~de [PfX]iff THA~PrfX.

Technical results

The following technical lemmata show that the logical relations are preserved
by judgmental equality, weakening of the judgement, and the equalities on the
corresponding PERs. These lemmata are proved simultaneously for types and
terms.

Lemma 42 (Closure under conversion). Let ' A~ X € Tand ' A = A'.
Then,

1. TFA’~X€T,and
2. if TFt:A~deX]andTHFt=t': AthenTFt": A’ ~d € [X].

Proof. By inductionon X € T.

1. Types; in all cases we use symmetry and transitivity to show the condi-
tions. We only show the case for Fun X F.
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a) X=Fun X'F:

'A=FunBC
r-B~X’
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by definition
by definition

AFC(p'ys)~Fde TforallA<'T by definition
and At s:Bpt~de[X]

A’ =FunBC
b) N, € T.

FEt:A~de [Ny
FrNFt=t"A

At tpt=Rid: Ap'
AFtpt=t'p': Apt
AFt'pt=Rid: Ap'

by sym. and trans. on

hypothesis )
hypothesis (1)
by inversion on (**)
by congruence on (¥)

by sym. and trans. on and

2. Terms. As in the case for types, we use symmetry and transitivity. We
show only the case for singletons and functions.

a) X=Singd X’:

FEA={blg

Fr'EB~X'eT

N-t:B~de[X]

FEA’ = {bg

F'Ft':B~de[X']

b) X=Fun X'F:

I''cCA=FunBC
Fr'EB~X

AF Apptpts: C(plys)~f-del[Fd]
forall A<'TLAFs:Bpt

'-A’=FunBC

AF Apptpts=Appt'pts: C(ps)

by hypothesis (*)
by hypothesis
by hypothesis (1)
by sym. and trans. on

By i.h. on (t)

by hypothesis
by hypothesis
by hypothesis
~d e [X']
by sym. and trans. on
(t)

by congruence on ()

At Appt'p's: C(ps)~f-de[Fd byih. on ()

Lemma 43 (Monotonicity). Let A <'T, then

1. f TFA~X€eT,then A+ Apt~X e T;and

2. ifTFt: A~d e [X],thenAFtp: Apt~de [X].
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Proof. By induction on X € T. This property is trivial for the base cases; for
singletons is obtained by applying the i.h. We show two cases.

1. Let X=Fun X’ F.

'FA=FunBC by hypothesis (*)
MEB~X (1)
©FC(p,ys)~FdeT by hypothesis

foral®@ <! T,OF s: Bp' ~d e [X']
AF Ap'=Fun(Bp') (C(p'p,q)) by congruence on (f)
A Bp'~X by i.h. on (f)

@'k s: (Bp')p ~de [X],with® <J A hypothesis

©'Fs:Bpt~de (X
© +C(p'*q,s)~Fd
©'+C(p'pya)(p'ys)~Fd

by rem. [11]and[42] (1)
by hyp. using
By congruence and

2. Prf X € T. As mentioned earlierif T A~PrfX € TthenTH_:A~_¢
[Prf X] is non-empty if and only if ' _: A is not empty.

Met: A~de[PrfX]
Et: A
FrFA~PHfXeT
At tpt: Apt

AFApP' ~PrfXeT
AFtpt: Apt~de [PrfX]

hypothesis (*)
by inversion on (1)
by inversion on (**)

by weakening on
by monotonicity for types on
by definition of log. rel.

O

We do not show proofs for the second part, since the most involved case is
dealt analogously to the case for Fun X’ F.

Lemma 44 (Closure under PERs). Let'F A ~ X € T, then
1. if X=X"e€T,thenTHFA~X' € T;and
2. ifTFt:A~de[X]andd=d’' € [X],thenT Ft: A~d’ ¢ [X].

Proof. By induction on X = X’ € T. Note that the first part for the base cases is
trivial; the second point is also trivial for X € Ne. Thus we do not show those

parts of the proof.

1. Types.
a) Sing d X =Sing d’ X'.
I'-A={b}g
N'N-B~XeT

Ft:B~de[X]
Fr-t:B~d e[X]

by hypothesis (*)
by hypothesis
by hypothesis (1)

By i.h. on (*) and
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b) Fun X F = Fun X’ F'.
'FA=FunBC by hypothesis
I'-B~X by hypothesis  (¥)
@FC(pYys)~FdeT by hypothesis (1)
forall®@ <!T,OF s: Bp' ~d e [X']
Fr-B~X'€eT By i.h. on ()
OFB(p,s)~F deT by i.h. on (f)
2. Terms.
a) e=e¢e’ € [Sing d X].
A ={b}s by hypothesis
''-B~XeT by hypothesis (*)
NFt:B~de(X] by hypothesis (1)
e'=delX] by def. of e = ¢’ € [Sing d X] (**)

F'Ft:B~e' e[X by i.h. on (), (f), and ),
b) f =1’ € [Fun X Fl.

'-A=FunBC
Ik B~X )
AF Apptpts: C(pl,s)~f-de[Fd] (1)

forall A<!'Tand AFs:Bpt~de[X . (*)
By i.h. on () and () and monotonicity [43]
AFs:Alpt~d e[X].
By i.h. on
AF App (tph)s: B(phs)~f'-d e[Fd] .
¢) d=4d’ € [Sum(X,F)].

d=d’ € [Sum(X,F)] hypothesis *
NEt: A~d e [Sum(X,F)] hypothesis (**)
r-A=xA’B by inversion on (*¥)
r'-ZA'B~Sum(X,F) € T by inversion on
FEfstt: A’ ~p*d e [X] by inversion on (1)
NA’ Fsnd t: B (id,fst t) ~

q*de[Fp*d by inversion on (1)
p*d=p*d €[X] by definition of ()
q*d=q*d’ € [Fp*d] by definition of (1)
Me-fstt: A ~p*d' e [X by ind. hyp. on ({) and (i)
A’ Fsnd t: B (id,fst t) ~

q*d € [Fp*d’] by ind. hyp. on () and (#).



4.3. Correctness of NbE 83

The following lemma plays a key role in the proof of soundness. It proves
that if a term is related to some element in (some PER), then it is convertible to
the reification of the corresponding element in the PER of normal forms.

Lemma 45. Let T A ~X € T. Then,
1. TFA=Rp X
2. ifTFt:A~de [XIthenTHt=Rr [xd: A; and

3. if k € Neand forall A <' T, A tpt = Rak: Ap', then T t: A ~
TxkE X].

Proof. By induction on X € T. By induction on X € T. For a better organisation
of the proof we show the proofs for each point separately.

1. ' A =Ry 4 X. We skip the part for the minimal elements in T.

a) Sing d X:
MEA =Ry IX by ind. hyp.
FFt=Ryr Ixd: A’ by ind. hyp.

I'={alas ={Rjr| IxdJr,;, 4 x by congruence and transitivity
b) Fun X F:

r=A"=Rjp 4X by ind. hyp.
At B(p's) =Rja (LFd) (*)
forany A< JAF s: A'pt ~d e [X]
NA’Fq: A'p~Tx (Var|l) by ind. hyp. (1)
A"+ B(p,q) =
Riras (U (F(Tx (Var(l)) instantiating () on
RA'FB =Rpa (LF (Tx (VarlM))) by Lem.[53]

2. 'Ht =Ry [xd: A. We skip the part for the minimal elements in T.

a) d’ € [Sing d X]:

A ={bl ()
'-B~XeT

F-t:B~de[X] (1)
N-t=Ry Ixd:B by ind. hyp. in ()

N'Et=Ryp Ixd: {t}s by conversion and (siNG-EQ-1)

N'Et=Rp Ixd: A by conversion
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b) f € [Fun X Fl:

FA'Fq: A'p~TxVarl € [X]  byind. hyp. on the third part

d:= Tx Var|l' abbreviation
LA’ App (tp) q: B (p,q) ~
f-de[Fd] by def. of the logical relation
TA"E App (tp) q
Riraj lraf-d:B(p,q) by ind. hyp.
TA"F App (tp) q =
RII".A\ J,F d f-d: B by (CONV)

' A(App (tp) q) =

ARjra| lraf-d): FunA’B by congruence
I't=A(App (tp) q): FunA’B by (era)
Mt=Ryr lronx rf: FunA’B by trans.

3.
a) Sing d X:
N'tA={a}s by hypothesis
'-B~XeT by hypothesis
NFt:B~de(X] by hypothesis
''-B~XeT by monotonicity 43|
A tp:Bp'~de X by monotonicity [43]
AFAp ={aps pi by congruence
b) Fun X F:
Abs:Apt~d e [X] hypothesis (*)
Al s=Rpp Ixd': A’p by ind. hyp. on ()

AF App (tpl) s =
App ((Riryd) pY) (R  (Ix d)): B(p',s) by congruence
Riaj Appd|x d' =

App ((Rjr d) p') (Riaj (Ix d") by definition
At App (tp') s: B(p's) ~
Tra Appd [xd’ € [Fd'] by ind. hyp.

O

In order to finish the proof of soundness we have to prove that each well-
typed term (and each well-formed type) is logically related to its denotation;
with that aim we extend the definition of logical relations to substitutions and
prove the fundamental theorem of logical relations.

Definition 48 (Logical relation for substitutions).
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1. ' 0: o ~d € 1 always holds.

2. T F (0,8): AA ~ (d,d) € [[X(d— [Fd)iff T F 0: A ~d € X,
'"Ao~FdeT,andTHt: Ao~d’ € [Fd].

By the way this relation is defined, the counterparts of and [g4]are
easily proved by induction on the co-domain of the substitutions.

Remark 19. f Ty =06:A,andTHy: A~de€ X, thenTFb3:A~deX.
Remark 20. If TH8: A~d € X, thenforany® <'T,©F sp': A~deX.
Remark 21. UTFy:A~deX,andd=d’ € X,thenTFvy: A~d' € X.

Theorem 46 (Fundamental theorem of logical relations). Let A+ §: T ~d € [T'].
1. fT'H A, thenAFAS~[A]d e T;
2. ifTHt: A, then AF t8: Ad ~ [t]d € [[A]d]; and

3. ifFT-vy:©then AFv5: O~ [y]d € [O].

Proof. We note that for terms we show only the cases when the last rule used
was the introductory rule, or the rule for introducing elements in singletons;
for the case of the conversion rule, we can conclude by i.h., and lemma

1. Types. We show only the case for (run-¥).

Abs:Alpt~ee[X] hypothesis (*)
OFop:T~de(l By Lem.|29] (1)
OF (6pYs): A~ (d,e) € [NA] From () and ()

©F B (dp's) ~[B](de) €T by ind. hyp. onTA - B

and usingg2]and

2. Terms. We show the case for application (run-er) and for (nn-g). The case
for abstraction (run-1) is analogous to (Fun-E).

a) (Fun-EL)

I+ Apptr: B(id, 1) hypothesis
AFr1d: Ad~[r]d € [[A]d] by ind. hyp. (*)
AFt5: FunABS ~[t]d € [[FunAB]d] by ind. hyp. (1)
At App (td) (r8): B(id,rd) ~ by def. of log. rel.

[t]d - [r]d € [[B](d, [r]d)] for (t) with

A (Apptr)d: B(id,rd) ~
[App tr]d € [[B](d, [r]d)] by Lem. [g2]and Lem.
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b) (Nn-E)
Ik case® to---tn_1 t:B(id,t) hypothesis
AFt85: Ny ~[t]d € [Ny,] by inversion and i.h.
AFtd =R [t]d: Ny by Lem. [45]
AF16:B(6,¢ci)~
[ti]d € [[B](d, [t]d)] by inversion and i.h.

If R|A| [[t]]dECiZ
Al (case Bto---th_1¢i)d=1t;0:B(id,t) by subst.
Ab (case Bty---tn_1¢i)d: B(id,t) ~

[case® to - tn_1 t]d € [[B(id,t)]d] by Lem.[42]and [44]

If R‘A‘ Ht]]d € Ne:
A~Nn FB (5 p)q) = R|A|+1 *U[[B]Mda Var|A|)

AF ;0 =Rjp [ti]d: B(8,¢i) by Lem. [45]
t{ =Ry [ti]d abbreviation
t" =Rjal LB)a,e) [t]d abbreviation
B’ :=Rja+1 [B](d, Var|Al) abbreviation
e:=case B’ tj---t, ; t’ abbreviation
AF (caseBty---th_1t)d=
e:B(6,1) congruence
Al (case Bty -t 1 1t)0:B(5,t) ~
Tielca,tya) € € [Bl(d, [t]d) by Lem. [45]and [43]

Al (case Bty---tnh_7¢i)d: B(id,t) ~
[case® to---tn_1 t]d € [[B(id,t)]d] by Lem. [42]and [44]

3. Substitutions. Only the proof for (exr-suss) is shown.

N'-0.A: (y,t) hypothesis
AFvy5:0~[y]d € [O] by ind. hyp. )
AFtd: (Ay)d ~[t]d € [[Av]d] (1)

(IV14,[t]d) € [T [©] (e — [[Av]e])  from () and
AbF (y,1)5: ©.A~[(v,t)]d € [©.A] by Lem.[1g]and Lem.21]

O
We define for each context I" an element pr of D. This environment will be
used to define the normalisation function.
Definition 49 (Canonical environment). We define pr by induction on T as
follows:
Po =T
pra = (d’,T[aja’ Varn) wheren = I, and d’ = pr.
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By an immediate induction on contexts we can check the following.
Lemma 47. T then T Fidr: T ~ pr € [I'].

Proof. By induction on I -; we show only the inductive case. Let LA .

d:=pr definition
Feid: T~d e[l by inversion and i.h. (*)
NTAFidp:T~del[l from (*) by Rem. (1)
FTAFp:T~del(l from (f) by Rem. (**)
NTAFAp~[A]deT by inversion and Thm.
A q: Ap~T[A]dVarn € [[A]d] by Thm.[46]
NAF (p,q): TA ~

(d,7 [AldVarn) € [ T[] (e [[A]el) by Def. (1)
NAFid: TA ~pra € [LA] from (F) by Rem.

O

Main results

Now we can define concretely the normalisation function as the composi-
tion of reification with normalisation after evaluation under the canonical
environment. The following corollaries just instantiate previous lemmata and
theorems concluding correctness of NbE.

Definition 50 (Normalisation algorithm). Let ' A,and '+ t: A.

nber(A) = Rir | [A]pr
nbel (t) = Ryry Ljager [tler
Notice that if we instantiate Thm. with pr, then a well-typed term t

under I" will be logically related to its denotation. Finally, using the key lemma
[45|we conclude correctness for NbE.

Corollary 48. Let '+ A,and ' - t: A, then by fundamental theorem of logical
relations (and Lem. ,

1. TFA~[A]pr € T; and
2. TEt: A~[t]pr € [[Aler],
Corollary 49 (Soundness of NbE). By way of Lem. |45 it follows immediately
1. ' A =nbe(A), and
2. 't =nbe(t): A.

We have now a decision procedure for judgmental equality; for deciding I' -
t =1t': A, put both terms in normal formal and check if they are syntactically
equal.

Corollary 50. If ' = A, and I' - A’, then we can decide ' F A = A’. Also if
N'Ft:A,andTH1t': A,wecandecide 't =1t': A.
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As a byproduct we can conclude that type constructors are injective; this
result is exploited in the next section where we introduce the type-checking
algorithm.

Remark 22. By expanding definitions, we easily check
1. nber(Fun AB) = Fun (nber(A)) (nberA(B)), and

2. nber({a}a) = {nbef (a)}nber (A)-

Corollary 51 (Injectivity of Fun__and of {_} ). If ' - FunAB = Fun A’ B/, then
'FA=A’,andTTAFB =B’'. AlsoT  {t}a ={t'}a;,thenT HF A = A’, and
Fr'Ft=1t": A.

Main results for ™ The normalisation function is an homomorphism also for
constructors of A". Moreover, the type-constructor for dependent sums is also
injective.
Remark 23.

1. nber(X AB) = Znber(A)nbera(B);

2. nbef *B((t,b)) = (nbef (1), nbef ") (b));

3. nbe(suc(t)) = suc(nbe(t)).

4. nbe([A]) = [nbe(A)].
Corollary 52. f THFZAB=ZA’B’,thenTFA=A',andTTA+F B =B’.

4.4 Type-checking algorithm

In this section, we define a couple of judgements that represent a bidirectional
type checking algorithm for terms in normal form; its implementation in
Haskell can be found in the appendix. The algorithm is similar to previous
ones [4)37], in that it proceeds by analysing the possible types for each normal
form, and succeeds only if the type’s shape matches the one required by the
introduction rule of the term. The only difference is introduced by the presence
of singleton types; now we should take into account that a normal form can
also have a singleton as its type.

This situation can be dealt in two possible ways; either one checks that
the deepest tag of the normalised type (see Def. has the form of the type
of the introductory rule; or one adds a rule for checking any term against
singleton types. The first approach requires to have more rules (this is due to
the combination of singletons and a universe). We take the second approach,
which requires to compute the eta-long normal form of the type before type-
checking. We also note that the proof of completeness is more involved, because
now the algorithm is not only driven by the term being checked, but also by
the type.

Our algorithm depends on having a good normalisation function; note that
this function does not need to be based on normalisation by evaluation. Also
note that the second point asks for having correctness and completeness of the
normalisation function.
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Definition 51 (Good normalisation function).
1. nbe({a}a) = {nbe(a)}ype(a), and nbe(Fun A B) = Funnbe(A)nbe(B);

2. nber(A) = nber(B) if and only if ' - A = B, and nbe} (t) = nbep (t'),
ifandonlyif Tt =1": A.

From these properties we can prove the injectivity of Fun which is crucial
for completeness of type checking A-abstractions.

Type-checking AS"e

In this section, let V, V/, W,v, v/, w € Nf, and k € Ne. For obtaining the deepest
tag of a singleton type, we define an operation on types, which is essentially
the same as the one defined by Aspinall [14].

Definition 52 (Singleton’s tag).

V  otherwise.

The predicates for type-checking are defined mutually inductively, together
with the function for inferring types.

Definition 53 (Type-checking and type-inference). We define three mutually
inductive algorithmic judgements

riv in context I', normal type V checks
'Fv & Vooin context I', normal term v checks against type V

'Fk =V incontextT, the type of neutral term k is inferred as V.

All three judgements presuppose and maintain the invariant the input I'is a
well-formed context. The procedures I' | V and I' F v & V expect their inputs
V and v in 3-normal form. Inference I' - k = V expects a neutral term k and
returns its principal type V in long normal form.

Well-formedness checking of types " | V.

riv. TVIW TV TFv&nbeV) THkeU
rLu Il FunVW rl{vh rlk

Type checking terms 'v & V.

reveyu T'VEW U TVEveEWwW
'EFunVW & U 'EAv & FunVW
r-veu I'Fv & nbe(V) FrFveVv TEv =v:V/
vy €u TEv &y

r-k=V r=v=v
r-k&v

V # {wiw
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Type inference ' -k = V.

MAi....Ao F vi = nbe(A;ip-')
rN“-k=VvV TFV=FunV'W TFv&eV
' App kv = nbe(W (id,v))

Type checking dependent function types with a bidirectional algorithm is
well-understood [37, |76[]; let us illustrate briefly how it works for singleton
types, by considering the type checking problem TI' - q & {zero}nat, where
' = {zero}nat. Here is a skeletal derivation of this judgement, which is at the
same time an execution trace of the type checker:

' q = {zerolnat T F {zero}nat = Nat

I'+q & Nat ' q = zero: Nat

' q & {zero}nat

Since the type to check against is a singleton, the algorithm proceeds by
checking {zero}nat F q < Nat and {zero}nat F q = zero: Nat. Now the type of the
neutral q is inferred and its tag compared to the given type Nat; as the tag is
also Nat, the check succeeds. The remaining equation {zero}nat - q = zero: Nat
is derivable by (sing-eq-er). Of course, the equations are checked by the nbe(_)
function; for example, by using our own function for normalisation we have
nbe'{\'zitro}mt(q) = zero = nbe{'\';(':m}Nat (zero).

Theorem 53 (Correctness of type-checking).
1. T [V, thenT V.
2. fT'Fv&V,thenTHv: V.

3. fTFk=V,thenT Fk: V.

Proof. By simultaneous inductiononl | V,TFv & V,andTHV = k.
1. Types:

* the case for Fun VW is also obtained directly from the derivations
we get using the ih.on " | V, and 'V | W; and use them for
deriving I' - Fun VW

* for {v}y, we can apply the same reasoning as before: by i.h. on
'l V,and I' F v & nbe(V) we know that there are, respectively,
derivations with conclusions '+ V, and T' - v: V; from which we
can conclude I - {v}v

* here we'll consider the three cases when V is a neutral term, because
the reasoning is the same. Byih.onT IV & U, we have a derivation
with conclusion I' - V: U; hence we use (u-gL).

2. Terms:
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eletV=U,andv=FunV'W.Byih. TFH VU ,and TV' F W: U,
and using both derivations we can derive I' - Fun VW: U.

e consider V= U,and v = {v'}y». byih.onT + V/ & U, and
I'Fv' & nbe(V),wehave ' V: U,and ' - v': nbe(V), and using
conversion we derive I' - v/: V; and these are the premises we need
to show '+ {v'}/: U.

* V=FunV'W, and v = A" we have 'V’ v/ & W. From this we
can conclude by i.h. LV’ F v/: W; and this is the key premise for
concluding ' - Av’: Fun V/'W.

* V ={w}w: by hypothesis we know I' - w: W, and ' v & W, and
I'Fw =v: W; by the i.h. on the second one we get I' - v: W; then
we can conclude using (siNG-1).

e v=k € Ne,and V # {why: let T+ k = V’, then we distinguish the
cases when V'’ is a singleton, and when V' is not a singleton. In the
latter case, the derivation is obtained directly from the correctness
of type-inference. In the first case we use the rule (sing-er), with the
derivation obtained by i.h. and then we conclude with conversion.

3. Inference:

 for qp!, if i = 0, then we use (uve), and conversion; if i > 0,
then we have a derivation with conclusion I' - q: A; p, and clearly
I'F pt:TA;....Ap, hence by (suss-term), we have NA;.... Ao F
apt: A;p't!, we conclude by correctness of nbe(_) and by conver-
sion.

* by i.h. we have derivations with conclusions I' F k: V’, with V=
Fun VW, hence we have a derivation I' - k: Fun VW (using (siNG-EL)
if necessary) and I' - v: V, hence by the rule (run-gL), we have
' App kv: W (id,v). We conclude by conversion and correctness
of nbe(_).

O

In order to prove completeness we define a lexicographic order on pairs of
terms and types, in this way we can make induction over the term, and the
type.

Definition 54. Let v,v’ € Nf, and A, A’ € Type(T'), then (v, A) < (v/;A’) is the
lexicographic order on Nf x Type(T"). The corresponding orders are v < v’ iff v
is an immediate sub-term of v/; and A <" A’, iff nbe(A’) = (W}ype(a)-
Theorem 54 (Completeness of type-checking).

1. fT+V,thenT | V.
2. If T'Fv: A, thenT v & nbe(A).

3. fTHk:A,andTFk = V’, then T - nbe(A) = V'.

Proof. We prove simultaneously all the points. The first point is by induction
on the structure of the type. In the last two points we use well-founded
induction on the order <.
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1. Types:
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o I'+ Fun V' W; by inversion we know I' - V’, and 'V’ F W; hence by
i.h. we have respectively I' | V/,and 'V’ | W.

oV =

{v}v:: by inversion we have I' = V/, and " - v: nbe(V’), hence

by i.h. we have both ' | V/,and T'Fv & V.

* I+ k, we have to show I' | k. By lemma |29} we know I - k: U;
hence by i.h. wehavel'k = A,and ' A =U, hence ' -k & U.

2. Terms: We omit the trivial cases, e.g. (U, A); we have re-arranged the
order of the cases for the sake of clarity.

e v=FunV'W:

a)

b)

either THA =U,THFV’: U, and V'  W: U; hence, by i.h.
we know both '+ V' & U, and 'V’ = W & U; hence we can
conclude '+ FunVW < U.

OrTHA ={aja,TFv:A,and T v = a: A/, hence by
i.h. we know I' -+ v & nbe(B), by conversion we also have
and transitivity of the equality I' - nbe(a) = v: nbe(B), hence
I'Ev & {nbe(a)lnbe(n)-

e v={"h:

a)

b)

I'EV:U,and TFv’: V. From those derivations we have by i.h.
'V & U, and T'E v/ < nbe(V), respectively; from which we
conclude ' {v'}yy & U

't A={ala,, withTFv:A’,and v = a: A’, hence by i.h.
we know I' v & nbe(B). We can also derive I' I nbe(a) =
v: nbe(B), hence I' - v & {nbe(a) Jnpe(B)-

e v=2AV

a)

b)

'V =FunA’B, and A’ - v/: B; from this we can conclude
I'nbe(A’) Fv’: B by ind. hyp. we get 'nbe(A’) v/ < nbe(B);
therefore I' - Av/ & Funnbe(A’) nbe(B’).
OrTHA={ala,TFv:A’,and T F v = a: A’, hence by
i.h. we know I' - v < nbe(B), by conversion we also have
and transitivity of the equality I' - nbe(a) = v: nbe(B), hence
I'Ev & {nbe(a)lnbe(n)-

* v € Ne: then we do case analysis on nbe(A).

a

~

If nbe(A) = {w}hy, then by soundness of nbe(_), and conversion
we have I' - k: {why; and by inversion of singletons we have
' k: W, and also I' - k = w: W(x). Clearly (k, W) < (k,A),
hence we can apply the inductive hypothesis and conclude
'k & W; from that and (%), we conclude I' F k & {w}w, i.e.,
'k & nbe(A).

If V # {why, then V = V. We use the last clause for concluding
'k & nbe(A); but we need to show that if ' - k = V’, then
'~V = V’; we show this in the next point.

3. Inference: let T-k: A,TFk = V’,and V = nbe(A). Show '~V =V’
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* let us consider first the case when V = {w}y/; by inversion we have
derivati(ﬂs r I;k: W,ind I' -k =w: W. Hence by i.h. we know
that T V/ =W, and W = {w}w.

+ Now we consider the case when V is not a singleton, and k = qp’;
this case is trivial because by inversion we know that ' - V =
nbe((T!i) pi*T).

* the last case to consider is k = App k’ v and V not a singleton. By
inversion we know I' = App kv: B (id,v), and T - k: Fun A B, hence
' k: Funnbe(A)nbe(B), and I' - v: A, hence I' F v: nbe(A). By
i.h. we know that if ' - k = V’, then V/ = Funnbe(A)nbe(B),
and also ' - v & nbe(A). Hence we can conclude I' - App kv =
nbe(nbe(B) (id,v)). And I' - nbe(nbe(B) (id,v)) = nbe(B (id,v))
(by correctness of the nbe(_) algorithm).

Calculus N with proof irrelevance

We give additional rules for type-checking and type-inference algorithms for
the constructs added in Sec. Remember that we distinguished two calculi:
the calculus (F*) has rules (Np-t™) and (pre-TM); while () lacks those rules.

Definition 55 (Type-checking and type-inference). Z-types.

rLv IV, @|w rveyu T'VEW&U
riXvw rEZvw & u
FrFvev I'Fv’' & nbe(W (idr,v))
e wv)eLvw
'EFk=XVW N'-k=XVW
N-fstk=V 't snd k = nbe(W (idr, fst k))

Natural numbers.

I'v & Nat
I" | Nat I'ENat< U '+ zero & Nat 't suc(v) & Nat

I'Nat | V 'k = Nat I'v & nbe(V (idr, zero))
I'F v’ < Fun Nat (Fun Vnbe(V (pp,suc((qp)))))

I natrec(V,v,v’, k) = nbe(V (id, k))

Finite types.
i<n
" Nn ''-N, &<U MNkFcl &Ny

N, [V '-k= N, 'k vy & nbe(V (idr,cl'))
' cas€® Vvy---vh_1 k= nbe(V(id, k))
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Proof types.
rLv r-veu r-ve&v
rlvl r-=[vi<u It < [V]
rLw
N=k=[V] I'VEv & nbe(Wp) I'V.Vp = vp =v(pp,q): Wpp

I vwhere’ k = W

We do not show the proof for correctness, because nothing is to be gained
from it; suffice it to say that we can prove correctness with respect to (-*).

Theorem 55. The type-checking algorithm is sound with respect to the calculus
F*.

Proof. By simultaneous induction on the derivability of the type-checking
judgements. O

It is clear that the given rules are not complete for checking (F*), because
there is no rule for checking I' F x < A. Note that it is not possible to have a
sound and complete type-checking algorithm with respect to (-*), for it would
imply the decidability of type-inhabitation. Since type checking happens
always before normalisation, we can still use a good normalisation function
with respect to the calculus (F*) for normalising types or deciding equality.
Indeed, if the term to type-check does not contain x, the need of checking
I'F x & V will never arise; this is clearly seen by verifying that only sub-terms
are type-checked in the premises.

Theorem 56. The type-checking algorithm is complete with respect to the
calculus ().

Proof. By simultaneous induction on the normal form of types and terms,
using inversion on the typing judgement and correctness of nbe(_). O

Corollary 57. The type-checking algorithm is correct (by Thm.[s5|and Cor.
and complete with respect to the calculus (I-).

4.5 Normalisation by evaluation

type Type Term

data Term 0] -- universe
Fun Type Type -- dependent function space
Singl Term Type -- singleton type ($\{a\}_A$)
App Term Term application
Lam Term abstraction
Q variable
Sub Term Subst substitution

Sigma Type Type

Fst Term

Snd Term

Pair Term Term

Nat

Zero

Suc Term

Natrec Type Term Term Term
Prf Type

dependent pair type
first projection

second projection
dependent pair

naturals

0

+1

elimination for Nat
proof irrelevance types
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Box Term

Star

Where Type Term Term

Enum Int

Const Int Int

Case Int Type [Term] Term
deriving (Eq,Show)

-- a term in Prf

-- canonical element in Prf

-- |Box| elimination
-- |Enum n| has n elements

-- |Const n i|, the |i|th element

-- elimination for |Enum n|
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data Subst = E -- empty substitution
| Is -- identity substitution
| Ext Subst Term -- extension
| P -- weakening
|  Comp Subst Subst -- composition
deriving (Eq,Show)
type DT = D -- semantic types
data D =T -- terminal object
| Ld (D -> D) -- function
| FunD DT (D -> DT) -- dependent function type
| UD -- universe
| SingD D DT -- singleton type
| vd Int -- free variable
| AppD D D -- neutral application
| SumD DT (D -> DT) -- dependent sum
| PairD D D -- context comprehension
| FstD D -- first projection
| SndD D -- second projection
| NatD -- natural number type
| ZeroD -0
| SucD D -- +1
| NatrecD (D ->DT) DD D -- recursion on neutrals
| PrfD DT -- proof type
| StarD -- don’t care
| EnumD Int -- enumeration type
| ConstD Int Int -- constants in |EnumD]|
| CaseD Int (D -> DT) [D] D -- elimination on neutrals
type Ctx = [Typel
pil, pi2 :: D ->D
pi1l (PairD d d’) = d
pil StarD = StarD
pil k = FstD k
pi2 (PairD d d’) = d’
pi2 StarD = StarD
pi2 k = SndD k
ap :: D->D->D
ap (Ld f) d=fd
ap StarD _ = StarD
neutralD :: D -> Bool
neutralD (vd _) = True
neutralD (AppD _ _) = True
neutralD (FstD _) = True
neutralD (SndD _) = True
neutralD (NatrecD _ _ _ _) = True
neutralD (CaseD _ _ _ _) = True
neutralD StarD = True

neutralD _ = False
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natrec ::

natrec
natrec
natrec
natrec

downs ::

downs
downs

constD
constD
constD

caseD ::

caseD
caseD
caseD

caseD

up

4. ExTENDED MARTIN-LOF TyPE THEORY

(D->DT) ->D->D ->D ->D
b z s StarD = StarD
b z s ZeroD =z
b z s (SucD e) = (s ‘ap‘ e) ‘ap‘ (natrec b z s e)

b z s d | neutralD d up (b d)

(NatrecD (\e -> downT (b e))
(down (b ZeroD) z)
downSuc
d)

where downSuc = down (FunD NatD
(\n => FunD (b n)
(\e => b (SucD n))))

Int -> (D -> DT) -> [D] -> Int -> [D]
[1 _ =11
n f (d:ds) i = down (f (ConstD n i)) d : downs n f ds (i+1)

:: Int -> Int -> D -> Bool
n i (ConstDm3j) = m==ng&&i==7j
= False

Int -=> (D -> DT) -> [D] -> D -> D

n b ds StarD = StarD
nbds (ConstDmi) | n==m&& i<n = ds!!i
nbds d | neutralD d &
and [ constD n i (ds!!i) | i <= [0..n-1]] = wup (b d) d
nbdsd | neutralD d = up (b d)
(CaseD n  (\e -> downT (b e))

(downs n b ds 0)

d)
DT ->D -> D

up (SingD a x) k =a

up (FunD a f)
up (SumD a f)

up (PrfD a)
up (EnumD 0)
up (EnumD 1)

up d

down ::

down U

down (SingD a x)
down (FunD a f)
down (SumD a b)
down (PrfD a)
down (EnumD 1)

down d

downT ::

downT
downT
downT
downT
downT

D

(
(
(

(
d

~

=Ld (\d => up (f d) (AppD k (down a d)))
= PairD (up a (FstD k))

(up (f (up a (FstD k))) (SndD k))
= StarD
= StarD
= ConstD 1 0
=k

x
|

~ X X x

DT ->D -> D

= downT d

= down x a

= Ld (\e -> down (f (up a e)) (d ‘ap‘ (up a e)))

= PairD (down a (pil a)) (down (b (pil1 d)) (pi2 d))
= StarD

= ConstD 1 0

=e

T O O QO O QO QO
|

DT -> DT

SingD a x) = SingD (down x a) (downT x)

FunD a f) = FunD  (downT a) (\d -> downT (f (up a d)))
SumD a b) = SumD (downT a) (\d -> downT (b (up a d)))
PrfD a) = PrfD  (downT a)

readback :: Int -> D -> Term
readback i UD =U
readback i (FunD a f) = Fun (readback i a)

readback i (SingD a x)

(readback (i+1) (f (vd i)))
Singl (readback i a) (readback i x)



4.5. Normalisation by evaluation

readback i (Ld f) = Lam (readback (i+1) (f (vd i)))
readback i (Vd n) = mkvar (i-n-1)
readback i (AppD k d) = App (readback i k) (readback i d)
readback i (FstD d) = Fst (readback i d)
readback i (SndD d) = Snd (readback i d)
readback i (PairD d e) = Pair (readback i d) (readback i e)
readback i (SumD a b) = Sigma (readback i a)
(readback (i+1) (b (vd 1i)))
readback i NatD = Nat
readback i ZeroD = Zero
readback i (SucD e) = Suc (readback i e)
readback i (NatrecD b z s e) = Natrec (Fun Nat (readback (i+1) (b (vd i))))
(readback i z)
(readback i s)
(readback i e)
readback i (PrfD d) = Prf (readback i d)
readback i StarD = Star
readback i (EnumD n) = Enum n
readback i (ConstD n j) = Const n j
readback i (CaseD n b ds d) = Case n  (readback (i+1) (b (vd i)))
(map (readback i) ds)
(readback i d)
-- Evaluation
type Env = D
eval :: Term -> Env -> D
eval U d = UD
eval (Fun t f) d = FunD (eval t d) (\d’ -> eval f (PairD d d’))
eval (Singl t a) d = SingD (eval t d) (eval a d)
eval (Lam t) d=1Ld (\d’” -> eval t (PairD d d’))
eval (App t r) d = (eval t d) ‘ap‘ (eval r d)
eval Q d =pi2 d
eval (Sub t s) d = eval t (evalS s d)
eval (Sigma t r) d = SumD (eval t d) (\e -> eval r (PairD d e))
eval (Fst t) d = pil (eval t d)
eval (Snd t) d = pi2 (eval t d)
eval (Pair t r) d = PairD (eval t d) (eval r d)
eval Nat d = NatD
eval Zero d = ZeroD
eval (Suc t) d = SucD (eval t d)
eval (Natrec b z s t) d = natrec (\e -> eval b (PairD d e))
(eval z d)
(eval s d)
(eval t d)
eval (Prf t) d = PrfD (eval t d)
eval (Box t) d = StarD
eval Star d = StarD
eval (Where t b p) d = eval b (PairD d StarD)
eval (Enum n) d = EnumD n
eval (Const n i) d = ConstD n i
eval (Case nb tst) d=caseDn (\e ->eval b (PairD d e))
(map ((flip eval) d) ts)
(eval t d)
evalS :: Subst -> Env -> Env

evalS E d=T
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evalS Is d=d

evalS (Ext s t) d = PairD (evalS s d) (eval t d)
evalS P d=pil d

evalS (Comp s s’) d = (evalS s . evalS s’) d

nbe :: Type -> Term -> Term
nbe ty t = readback 0 (down (eval ty T) (eval t T))

nbeTy :: Type -> Type
nbeTy ty = readback 0 (downT (eval ty T))

nbeOpen :: Ctx -> Type -> Term -> Term
nbeOpen ctx ty t = readback n (down (eval ty env) (eval t env))
where n = length ctx
env = mkenv n ctx

nbeOpenTy :: Ctx —> Type —> Type
nbeOpenTy ctx ty = readback n (downT (eval ty env))

where n = length ctx
env = mkenv n ctx
mkenv :: Int -> Ctx -> Env
mkenv 0 [] =T
mkenv n (t:ts) = PairD d’ (up td (vd (n-1)))
where d’ = mkenv (n-1) ts
td = eval t d’
mkvar :: Int -> Term
mkvar n | n==0 =0

| otherwise = Sub Q (subs (n-1))

subs n | n == =P
subs n | otherwise = Comp P (subs (n-1))

4.6 Type-checking algorithm

Type checking algorithm for normal forms, and type inference algorithm for
neutral terms.

Checking well-formedness of types

chkType :: Ctx -> Type -> Bool

chkType ts U = True

chkType ts (Fun t r) = chkType ts t && chkType (t:ts) r
chkType ts (Singl a t) = chkType ts t &% chkTerm ts t a
chkType ts (Sigma t r) = chkType ts t && chkType (t:ts) r
chkType ts Nat = True

chkType ts (Prf t) = chkType ts t

chkType ts (Enum n) = True

chkType ts Q = chkNeTerm ts U Q

chkType ts w@(Sub Q s) = chkNeTerm ts U w

chkType ts we(App k V) = chkNeTerm ts U w

chkType ts w@(Fst k) = chkNeTerm ts U w

chkType ts w@(Snd k) = chkNeTerm ts U w

chkType ts w@(Natrec t’ v v’ k) = chkNeTerm ts U w
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chkType _

Checking the types of terms

= False
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chkTerm ts
chkTerm (t:
chkTerm ts
chkTerm ts t e
chkTerm ts
chkTerm (t:
True
chkTerm (t:ts) t’ e

chkTerm ts (nbeOpenTy ts t) e’ &&
(nbeOpen ts e t) == (nbeOpen ts e’ t)
chkTerm ts t e &&

chkTerm ts (nbeOpenTy ts (sgSub r e)) e’
True

chkTerm ts Nat t

chkTerm ts t e

m==n& i<n

chkNeTerm ts t e

False

sgSub :: Term -> Term -> Term

sgSub t t” = Sub t (Ext Is t’)

chkTerm :: Ctx -> Type -> Term -> Bool

chkTerm ts U (Fun t t’)

chkTerm ts U (Singl e t)

chkTerm ts U (Sigma t t’)

chkTerm ts U Nat

chkTerm ts (Fun t t’) (Lam e)

chkTerm ts (Singl e t) e’

chkTerm ts (Sigma t r) (Pair e e’)

chkTerm ts Nat Zero

chkTerm ts Nat (Suc t)

chkTerm ts (Prf t) (Box e)

chkTerm ts (Enum n) (Const m 1)

chkTerm ts t e | neutral e

chkTerm _  _ _

neutral :: Term -> Bool

neutral Q = True

neutral (Sub Q s) = True

neutral (App k v) = True

neutral (Fst k) = True

neutral (Snd k) = True

neutral (Natrec t’ v v’ k) = True

neutral (Case n b ts t) = True

neutral (Where t b p) = True

neutral _ = False

erase :: Type -> Type

erase (Singl e t) = erase t

erase t =t

maybeEr :: Maybe Type -> Maybe Type

maybeEr = maybe Nothing (Just . erase)

chkNeTerm :: Ctx -> Type -> Term -> Bool

chkNeTerm ts t e = case maybeEr (infType ts e) of
Just t7 >t = t’
Nothing -> False

Inferring the types of neutral terms

nbeType :: Ctx -> Type -> Maybe Type
nbeType ctx t = Just (nbeOpenTy ctx t)
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infType :: Ctx -> Term -> Maybe Type

infType (t:ts) Q = nbeType (t:ts) (Sub t P)

infType ts (Sub Q s) = case infType (infCtx ts s) Q of
Just t -> nbeType ts (Sub t s)
_ => Nothing

case maybeEr (infType ts e) of
Just (Fun t t’) ->
if chkTerm ts t e’
then nbeType ts (sgSub t’ e’)
else Nothing
_ => Nothing

infType ts (App e e’)

infType ts (Fst e) case maybeEr (infType ts e) of
Just (Sigma t t’) -> Just t
_ —> Nothing
case maybeEr (infType ts e) of
Just (Sigma t t’) -> nbeType ts (sgSub t’ (Fst e))
_ -> Nothing
case maybeEr (infType ts k) of
Just Nat -> if
chkType (Nat:ts) t &&
chkTerm ts (nbeOpenTy ts (sgSub t Zero)) v &&
chkTerm (Nat:ts)
(Fun (sgSub t Q)
(sgSub t (Suc (Sub Q P)))) w
then nbeType ts (sgSub t k)
else Nothing
_ => Nothing
infType ts (Where t b k) = case maybeEr (infType ts k) of
Just (Prf t’) -> if chkType ts t &&
chkTerm (t’:ts) t b &&
nbeOpen ts’ w
(Sub b (Ext (subs 1) Q)) ==
nbeOpen ts’ w (Sub b P)
then Just t
else Nothing
where ts’ = Sub t’ P:t’:ts
w Sub t (subs 1)
_ => Nothing
case maybeEr (infType ts k) of
Just (Enum m) -> if m == n &&
chkType (Enum n:ts) b &&
chkList ts n b 0 cs
then nbeType ts (sgSub b k)
else Nothing

infType ts (Snd e)

infType ts (Natrec t v w k)

infType ts (Case n b cs k)

_ => Nothing
infType _ _ = Nothing

chkList :: Ctx -> Int -> Type -> Int -> [Term] -> Bool
chkList ts _ _ = True

chkList ts n b i (e:es) = chkTerm ts (nbeOpenTy ts (sgSub b (Const n i))) e &&
chkList ts n b (i+1) es

infCtx :: Ctx -> Subst -> Ctx
infCtx (t:ts) P = ts
infCtx (t:ts) (Comp P s) = infCtx ts s



Pure Type Systems

In this chapter we show the equivalence between two presentations of PTSs
that differ in their notion of equality in typing. One presentation is more akin
to MLTT where equality is defined by rules of the typing system; the more
common approach is to take equality as the convertibility relation defined
among raw terms. The former is known as judgemental equality and is con-
venient for theoretical considerations [87,|110|; the latter is known as external
equality and is often used in implementations. Given an implementation of
a type-system based on the untyped notion of equality, it is desirable to have
theoretical results ensuring the correctnes of the system.. If both systems are
equivalent — every deduction in one of them can be mimicked on the other —
then one can transfer theoretical results in the version with typed equality to
the system with untyped conversion.

In this chapter, we establish such an equivalence for a certain class of PTSs,
by exploiting some of the results of NbE we have obtained in the previous
chapters. The main contribution of this chapter is in the proof method; this
result has been already settled for every PTS by Siles[104]] for every PTS, cf.
Sec. We have formalised in Agda several syntactical properties of both
presentations of PTSs. The Agda files can be found in http://cs.famaf.unc|
edu.ar/~mpagano/thesis/pts; the file names are relative to that URL.

5.1 Formal systems

As we already explained PTSs capture a whole class of type-systems by para-
meterising the syntax and the typing rules over signatures.

Definition 56 (PTS Signature). A signature S = (S,A,R) is givenby asetS,a
binary relation A over S, and a ternary relation R over S.

Elements in S are called sorts and roughly correspond to universes. The relation
A C S?%is called the set of axioms and can be thought as defining a hierarchy
of universes. The ternary relation R C S3, which is called the set of rules,
prescribes which function spaces can be formed in the system.

As far as we know, our presentation of PTSs is new, although the variations
that we add were already considered separately. The three aspects in which
we depart from usual PTSs are: explicit substitutions, de Bruijn indices, and
abstractions without domain annotations. PTSs with explicit substitutions
were considered by Bloo [27]; Mufioz [92] studied one particular PTSs with ex-
plicit substitutions and de Bruijn indices. Barthe and Serensen [20| introduced
domain-free PTSs and studied their meta-theory.

The set of terms and substitutions is shared between both presentations of
PTSs.
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Definition 57 (Raw terms). Let S = (S,A,R) be a signature. The syntax of
pre-terms and pre-substitutions are defined by:

Terms > t,t' := q|to|s|Funtt' |Apptt’ |At
Substs > 0,0’ == p| ()| (o,t) | o0’ |id .

In the next sections we introduce the formal systems corresponding to both
presentations of PTSs: A® has an untyped notion of equality; and A°~ features
typed equality.

PTSs with untyped equality (A°)

The first family of type systems has an untyped notion of equality. It corres-
ponds to the equivalence and congruence closure of the reductions —g and
—. This equivalence relation on terms induces an equivalence relation on
contexts.

Beta-reduction Congruence
App (At) t" —p t (id,t") (FunAB)o —,Fun(A o) (B{op,q))
Substitutions t(0d) = (to)d
(08)y —=x0(07Y) tid o4t
oid =, 0 q{o,t) ot
ido —,0 (At) o =< A(t{op,q))
() o —x() (App tt') o —App (to) (t' o)
p(o,t) =0 SO —y S

(o,t) & —x (06,1 8)

The typing rules of A%, in Figs. and are basically the same as
those in [92f] without metavariables. In particular, we also have two rules
for substitutions: (sus-tm) and (sus-sort). The latter rule is needed because
otherwise we cannot resolve substitutions in the type when it is a top-sort. This
problem is already discussed by Bloo [27]]; his substitution rule uses explicit
substitution on the subject, but implicit substitution in the type.

There is no rule like (conv-suss) neither in Bloo[27] nor in Munoz[g92]. In
chapters[gland [3]of this thesis the rule was not formulated explicitly, because it
is a derived rule of the corresponding GATs. Without (conv-suss) it is not clear
how to prove context conversion: if ' t: Aand ' —pg T/, then T’ I t: A. For
proving that result we need to prove the same property for substitutions; but
that is not possible because in the typing rule for the identity substitution the
target and source context should be syntactically equal.

Properties of A° The inversion lemma of typing judgements, called generation
lemma in the PTSs literature, can be proved by induction on derivations. A
type is any sort or a term which can be typed with a sort.

Lemma 58 (Inversion of typing).
1. If Tk s: C, then there exists (s,s’) € Aand C =g« s’

2. If T+ q: C, then thereexistss € S,and " - A:s,T =T.A,and C =px APp.
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(EXT-CTX)
(EMPTY-CTX) re TEA:s
ok NAF
(FUN-F) (axtOoM)
F'FA:s F,AI—B:S’( LR .)€ A
TFFimAB:s” %€ MFes Y€
(FUN-I) (FUN-EL)
M'-FunAB:s” LAFt:B M+t: FunAB FEr: A
' At: FunA B I'EApptr: B(id,r)
(suB-Tm™) (SuB-sORT)
AFA:s AFt: A N'-o: A AFA:s N-o: A
'Fto: Ao ''-Ao:s
(conv) (myYP)
N-=t: A 'EB:s A=p, B 'EA:s
't:B LAFq:Ap

Figure 5.1: Rules for contexts and terms A°

(PST-SUBS)
(1p-suBs) (EMPTY-SUBS) re TEA:s
FEid:T TE{):0¢ LAEp:T
(EXT-SUBS)
'-o:A AFA:s '-t:Aoc
Mk (o,t): AJA
(comP-suBs) (conv-suBs)
r-%:0 OFo:A Tro:A A =q A
N'-od: A N'-o: A

Figure 5.2: Rules for substitutions of A
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3. If T+ Fun AB: C, then there exist (so,s1,52) € R,and ' - A: sp, TA
B: sy, and C =g, s2.

4. If T = At: C, then there exist A,B € Terms, (so,81,82) € R, T+ A: sp,
A+ B:sy, TAFt:B,and C =g, FunAB.

5. If ' App tr: C, then there exist A,B € Terms, ' - t: FunAB, T F1: A,
and C =g B (id,r).

Proof. See PtsInv.agda. O

Lemma 59 (Type validity). If T t: A, then either A € S or there exists s € S
and "'~ A:s.

Proof. See InvType in PtsInv.agda. O

The formal proof of the substitution lemma is easier by extending subti-
tutions to act on contexts; we refer to the Agda formalisation for those defin-
itions and the proofs of several properties. Note that (id,r) is well-typed

under I"A; given that substitution we can define (id, ) which can be typed as

—

A (id,v) - (id,7): TA.A.
Lemma 60 (Substitution lemma). Let TA.AFand ' r: A. Let I = TLA (id, r).

o —

1. fTAAF t:s, then T/ t(id,7): s.

—

2. fTA.AFB:sand TA.AF t: B, then T -t (id, v): B (id, r).

-

3. UTA.AF o: X, then T o (id,7): L.
Proof. See PtsCtxCnv.agda. O

Lemma 61 (Context Conversion). Let ' =g T'.
1. I =p« T.
2. IfT'-t: A, thenT/ - t: A.
3. fTFo: A thenT' F o A
Proof.
1. See CtxEqSymin PtsCtxCnv.agda.

2. See ctxTermin PtsCtxCnv.agda.

3. See ctxSub in PtsCtxCnv.agda.
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(EXT-CTX)
(EMPTY-CTX) Tk TEA:sS
ofs NAlk
(FUN-F) (ax1oMm)
NN A:sT,AEB:s’ (s,s',s”") €R (c,s) €A
FsFunAB:s” lNec:s
(FUN-T) (FUN-EL)
FeFunAB:s”"TJAkt: B lst: FunABTET: A
e At: FunAB It App tr: B (id, )
(nye) (conv)
NgA:s lNegt: A N'sA=B:s
NAkqg: Ap Nst:
(suBs-T™) (suBs-SORT)
AGA:sThko: AAKL: A lco: AAKA:s
lkto: Ao N'EAo:s

Figure 5.3: Typing rules for contexts and terms of A°~

PTSs with typed equality (A\°~)

In A°= equality is axiomatised as in Martin-Lof type theory, i.e. by a system of
axioms typeable under some context. To distinguish judgements of A from
those of A°=, we have a distinct turnstile (I5) for the latter. The typing rules are
presented in Figs. [5.3]and axioms are shown in Figs.[s.5}[5.6] and [5.7}

For A°= we need to introduce an additional form of judgements, that of
conversion between contexts. It is enough to have reflexivity for the empty
context (we skip that rule) and the following one for extended contexts:

(EXT-EQ-CTX)
k=T’ Mg A: r’

s
ELA=T

ol

B:s 'EA=B:s
.B

~

The notion of normal forms (and neutrals) is only important for A°~, be-
cause it is used in the model construction of Sec.

Nes>k:z=qlqpt' | Appkv
Nf>vwV,W:i=s|FunVW |Av |k .

Properties of A°~ We have proved all the analogous results of A® for A°~. For
proving inversion of typing, we introduce some predicates.

Definition 58.
l'et~t’ This predicate says that t and t’ can be proved equal with typed

equality, but by changing the types in transitivity. It is axiomatised by
the following clauses:
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(PST-SUBS)
(1p-suBs) Ik FEA:s (EMPTY-SUBS)
lsid: T LAkp: T Fk():o
(EXT-SUBS)
o A AA:s l'st: Ao
Mo, t): A A
(comp-suBs) (conv-suBs)
Nrss:0 Oko: A F-o: A EA' =A
lNsobo: A '-o: A

Figure 5.4: Typing rules for substitutions of A°~

(FunAB) o = Fun(Ao)(B(op,q)) (08)y=0(5v)

co=c cid=o
t(od)=(to)b ido=o¢

tid=t (o=
q{o,t) =t p(o,t) =0
(At)o=A(t{op,q)) (o,t) 8 =(0d,td)

(Apptt’)o=App (to) (t'o)
App (At) r =t (id, )

Figure 5.5: Axioms for terms and substitutions
1. N'kt=~t.

2. IfThkt=t': A, thenThkt~t'
3. flMct~t'and Tkt =t": A, thenTkt~t".

't a ~b This predicate indicates that either a and b are the same sort or

lsa=b.

Lemma 62 (Inversion of typing).

1.

2.

If M'tss: C, then there exists (s,s’) € Aand Tk C ~s’.

If "'z q: C, then there exists s € S, "' kkand A € Terms, such that "5 A s,
'=TA,andTEC=~ Ap.

If Ttk Fun A B: C, then there exist (so,81,82) € R, 'k A: sg, LAKB: s1,
and 'z C ~ s5.

If Tk At: C, then there exist A,B € Terms, (so,81,82) € R, TEA: s,
INAkB:s;,TAKkt: B,and 'k C =~ Fun A B.

If Tk App t r: C, then there exist A,B € Terms, T'kkt: FunAB, T'kr: A,
and I's C =~ B (id, 1),
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(PTS-REFL) (pTS-sym)
Mgt: A Net=t": A
MNt=t: A Mgt' =t: A

(PTS-TRANS)
Met=t"A Tkt =t":A
Frkt=t": A

(PROD-EQ)
A =B:s NAEKC=D:s’ (s,s’,s") €R
NNsFunAC =FunBD:s”

(LAM-EQ)
NAEt=t":B FEA:s LAEB:s’ (s,s’,s")eR
F'EAt=At": FunAB

(APP-EQ)
leto =t§: FunAB Mgty =t1: A
Itz App to t1 = App t t7: B (id, t1)
(suBs-EQ)
AGA:s Akt=t": A lco=0": A
lsto=t'c’: Ao
(suBs-EQ-S)
Fct=1t":s lso=0": A
lsto=t'c’:s
(coNv-EQ)
FTet=t": A lNsA=B:s
MMst=t":B

Figure 5.6: Equality is a congruence for term

(s-REFL) (s-sYm)
lso: A lNso=0": A
lNso=o0:A lNeo' ' =o0:A
(s-TRANS)
lko=0¢": A ko' =0": A
lNso=0": A
(comP-EQ)

rs6=%":0 Oko=0":A
lcod=0'8":A

(EXT-EQ)
AA:s lko=o0": A lrkt=t": Ao
MNg(oyt) = (o', t'): A A

Figure 5.7: Equality is a congruence for substitutions
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Proof. See EPtsGen.agda. O

Using the same strategy as for A° we proved substitution lemma for A°~.
We do not repeat all the definitions needed for this proof.

Lemma 63 (Substitution lemma). Let TA.Akkand I'gt: A;let 7 =T.A (id, 7).

—

1. If TA.Akt: s, then Tt (id,7): s.

—_—

2. f TA.AEB: sand TA.Akt: B, then I k5 t (id, v): B (id, 7).

—

3. fTA.Ako: I, then Tk o {(id,r): L.

—

4. HTAAKt=1":s,then Tkt (id,r) =t' (id,r): s.

5. fNA.AEB: sand TA. Akt =1t': B, then F’lgt(i/dE:t’G/d—,?): B(i/d,?>.

6. fTA.Ako=0": %, thenl"ko(id,v) =o' (id,r): L.
Proof. See EPtsSubs. agda. O

The only meta-theorem for A°~ that we have not yet formalised in Agda is
context conversion; we present the proof.

Lemma 64 (Context conversion). Let TA.AlkJand Tk A =B: s, then cTAA =
'B.Aand I'B.AK].

Proof. We prove the two points simultaneously; the first, by induction on the
length of A; and the second, by induction on derivations. We show some cases.

1. (exr-ctx): The premises are TA.Ak and NA.Ak C: s; the conclusion is
ITA.A.Ck. Byih. on the first premise we have 'B. Ak and k TA.A = T.B.A.
By i.h. on the second premise, 'B.A C: s. From those three facts, we
conclude A.A.CF, by (exr-crx); and  TA.A.C = I'B.A.C, by (ext-EQ-CTX),
for applying this rule we deduce, by (rer), LA.AKC =C: s.

2. (ip-suss): the premise is LA.Af; by i.h. we know B.Ak and ETA.A =
['B.A. From the first, we derive 'B.Akid: I'B.A, and by (conv-suss) we
conclude 'B.Akid: TA.A.

O

Postulating context conversion, we have formally proved type validity and
equality validity. The predicate I'tc A means that either A € S or there exists
seSand g A:s.

Lemma 65 (Type validity). If "' t: A, then 'k A.
Proof. See InvTy in EPtsValidity.agda. O

Lemma 66 (Equality validity). If Tkt = t': A, then Tk A, Tk t: A and and
Met’: A.

Proof. See InvEqQTy in EPtsValidity.agda. O
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5.2 Equivalence between A% and A°~

Now that we have formally introduced the two families of PTSs, we can pre-
cisely state the equivalence.

Theorem 67 (Equivalence between A° and A°~ [104]).
1. Tt Aiff T+ t: A.
2. Tht=t"AiffTFt: A,TFt': A, and t =g, t'.

This theorem was conjectured by Geuvers 59| for PTSs with (n). Adams [
proved the equivalence for functional PTSs. Later, Herbelin and Siles [105]]
extended and formalised Adams’ result to semi-full systems; Siles finally
settled in his PhD thesis [104] the equivalence for every PTS. Already in
Geuvers’ thesis it is recognised that the direction from A° to A°~ is easy; in
fact Adams proved that direction for every PTS. The key result to prove the
other implication depends on subject reduction for AN°=: if T'kst: A and t =gy t/,
then Tl t’: A. In sections[s.3]and [5.4 we use the machinery of NbE to prove a
slightly weaker, but strong enough, version of that lemma for a class of PTSs.
In contrast with our semantical approach, Adams and Siles results are based
on a typed parallel reduction for PTSs with typed equality.

From A°~ to A° The proof that any derivation in A°~ has a corresponding
derivation in A° is relatively straightforward and can be proved for every PTS.
The formal statement of the theorem is the following. We have formally proved
it in Agda.

Theorem 68.

1. If Tk, then T F.

2. If kT'=T',then T =g, I".

3. If Tkt: A, thenT I t: A.

4. fTko: A, thenT + o: A.

5. fTet=1t": A, thenTFHt: A,TFt: A, and t =p, t’.
6. IfTko=0":A,thenT+o0: A, THo': A and 0 =p, 0.

Proof. See EPtsToPts.agda. O

5.3 Semantics for A°~

The model of A°~ are parameterised by the signature of the PTS. Given a
signature S = (S, A, R), let Dg be the least solution for

D~0¢DxDa®D—=D]eDxD—=D]eVar, @DxD® S, .

Besides the convention for naming elements of Dg inherited from previous
chapters, we also write s € D for s € S. In the following we omit the subscript
S from Dg.
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Definition 59 (Readback function).

Rjs=s
Rj (Fun X F) = Fun (R; X) (Rj1 (F Var j))
Rj (Appdd’) = App (Rj d) (Rjd’)
Rj (lam f) = A(Rj41 f(Var j))

: q ifj <i+1
Rj (Var i) = i) J .
qp ifj >i+1

As in previous chapters, we identify in D the set of semantical neutral values
and semantical normal forms by taking the inverse image of R:

Ne=(|{deD|RideNe} and Nf=[)|{deD|RideNf}.
ieN ieN

Denoting types and sorts

Since our presentation of PTSs does not include (n), we can base our interpret-
ation of sorts and types as we interpreted universes and types in Chap. |3} one
has a universe of types and a function [_] mapping elements of that universe to
subsets of the domain. The universe of types and the function [_]| were intro-
duced following the schema of inductive-recursive definitions. A key result
for the normalisation algorithm was that types itself and the interpretation of
each type were saturated, cf. Lem.[16]and Lem.

Let us analyse informally which elements of D should be in the subset
denoting types. By rule (axiom) we know that sorts are among the possible
types; so, S should be included in the universe types. Note also that terms typed
with a sort can also be types; which suggests to add any element of [s] to types,
for each s € S. The definition of [s] C D depends both on axioms and rules of
the system: axioms tell us that if (s’,s) € A, then s’ € [s]. The set R of rules
indicates when one element of the form Fun d f should be a member of [s]. As
we add Fun df to types as soon as it is in some [s], we have to define [Fun d f].

Our use, in previous chapters, of the schema of inductive-recursive defini-
tions for types and [_| was justified by the existence of a well-founded order
on universes. There are PTSs for which such an order cannot exists; these are
impredicative PTSs. In particular, if we consider the type-system type-in-type
given by the signature A* = ({x}, {(x, )}, {(%, %, *)}) we would have the following
clause:

Fundf e [], if d € [x]and fe € [x] forall e € [d] .

This is a typical issue of impredicative definitions: to decide if some element
belongs to [x] we should test a condition over all the elements in that very same
set. For concreteness one can consider Fun x f € [x], for some f € [D — D].

We can safely use the inductive-recursive schema by restricting our atten-
tion to predicative PTSs as captured by the following definition.

Definition 60 (Predicative PTSs). A specification S = (S, A, R) is called predicat-
ive if there is a well-founded order over the sorts, <C SZ, such that:

e if (S],Sz) € A, then s7 < s3;
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o if (51,52,53) € R, then s7 < s3 and s> < s3.

The next definition introduces subsets of D for modelling predicative PTSs.
In order to understand it, one should think that first one defines [s] inductively
for every minimal element s € S (minimal with respect to the underlying order
making the signature predicative).

Definition 61. Let S = (S, A, R) be a predicative signature. We define simultan-
eously T C D and [d] C D, forevery d € T.

NeCT SCT
(s,s') €A seT
sels’] [s]CT

(s,s’,s")eR d e [s] fe € [s’], forall e € [d]
Fundf e [s"]

deT ge € [fe],forall e € [d]
Ne C [d] lam g € [Fun df]

The well-founded order over S gives us a way to reason about elements of T.
In fact, it induces a well-founded order C over [s], for every s € S, and over T:

* minimal elements with respect of C are elements in Ne and minimal
elements with respect to <,

e sCs’ifs<s’,and

e for (s,s’,s”) € R,then d C Fundf for each d € [s] and fe C Fundf, for
all e € [d].

The first result we prove using well-founded induction over T is that every
subset denoting types, that is [d] for every element d € T, is saturated: let
X C D, Xis called saturated if Ne C X C Nf.

Lemma 69. For all d € T, [d] is saturated.
Proof. By well-founded induction over C.
1. Let d be a minimal element, then [d] = Ne.
2. If d is not minimal, then either d = sor d = Fund’f.

a) for d = s: since S C Nf, we only consider Fund’f € [s] arising from
some rule (sg,s7,s) € R. By i.h. on sp, d’ € Nf; and by i.h. on d’,
Ne C [d’]; therefore f (Var 1) € [s1] for every Var i. By i.h. on s;,
f (Var i) € Nf. Therefore Fund’f € Nf.

b) for d = Fund’f: if e € [Fund’f], then either e € Ne or e = lam g.
We consider only this last case: by i.h. on d’ we know Ne C [d'];
therefore, for every Var i, g (Var i) € [f (Var i)]. By i.h. on f (Var 1)
we know g (Var i) € Nf.

O
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Corollary yo. T is saturated: if d € T, then there is some e € T, such that
d e [el.

Interpretation and Soundness The missing pieces of the model are the inter-
pretation of terms and the satisfaction of judgements by the model. As in
previous chapters, we introduce two functions [_]°_and [_]’_.

[L]'_: Terms x D — D [_I°_: Substs x D — D
[sl'd=s [OFd=T
[a]'d =snd d [id'd=4d
[App tu]'d = [t]'d- [u]'d [(v,)]*d = ([v]*d, [t]'d)
[At)'d = lam (d’ — [t]*(d,d")) [p]Fd = fst d
[tv]'d = [t]([v]'d) [ysld = [y]*([3]°d)

[Fun AB]'d = Fun (JA]'d) (e — [B](d,e))

Projections fst and snd are defined as in Chap. |3} the evaluation operator _ - _
is, as in Chap. |3} defined for semantical neutrals because we do not consider

(m):

fe ifd=Ilamf
d-e= (¢ Appde ifde Ne
1 otherwise .

Remark 24. Notice thatif d € [Fun XFland e € [X],thend-e € [Fe].

Since the interpretation is given for pre-terms and pre-substitutions, we
can prove that the interpretation model the untyped equality.

Lemma 71. If t =g, t’and d € D, then [t]d = [t']d.

Proof. By induction on t =g« t’; note that it is enough to prove that the
interpretation models the reduction relations. We show some cases.

1. (BETA):
[App (At) t']d = [At]d - [t']d = lam (e — [t](d,e)) - [t']d
= [t](d, [t']d) = [t]([(id, t")]d) = [t (id, t")]d
2. (FUN-sUBS):

[(Fun AB) o]]d = [Fun A B]([o]d

)
= Fun ([A]([o]d)) (e — [B]([o]d,e))
= Fun ([A]([o]d)) (e — [B]([o]([p](d,e)),e))
= Fun ([A]([o]d)) (e [B]([opl(d,e) [[Q]](d>€
= Fun ([A]([o]d)) (e — [B]([{op,a)](d,e)))

O

The semantics of judgements uses the set T and the mapping [ | : T — P(D).
If T t: A, we want [A]'d € T and, be that the case, [t]'d € [[A]'d]. In the
following definition we state formally the validity of judgements in the model
and introduce, at the same time, the semantics of well-formed contexts.
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Definition 62 (Validity).

1.

5.
6.

7.

a) o

b) T € [[<>]]
) CAFIffTE A:s;

b) If d € [I'] and d’ € [[A]d], then (d,d’) € [T, A].

a

.ET=T'iffd e [ iff d e [I".
.TEt: Aiff

a) Aisatop-sort, say s: I' E and [t]d € [s], for all d € [I'].
b) THA:s:TFA:sand [t]d € [[A]d], for all d € [I'].

FEbd: AiffTE, AEand [3]d € [A], for all d € [T].
MEt=t": AiffT = t: Aand [t]d = [t/]d, for all d & [T].
ME&=0" AiffT = 5: Aand [5]d = [6]d, for all d € [T].

Theorem 72 (Soundness of the model). If T'lk], then T E J.

Proof. By induction on I'z J; note that the last two items are proved by the
inductive hypothesis and using Lem.

1.

2.

3.
. (run-F) TEFUNAB: s3: by i.h. T E, ' E A: sp; also by i.h. A F B: s;.

10.

11.

(empry-cTX): trivial.
(exr-ctx) LAK: byih.on Tk A: s.
(axiom) T'ks's”: s: by i.h. T' F and by definition of the model s € [s'].

From the last two conditions we see that Fun [A]d e — [B](d,e) € [s2]
for any d € [I].

. (pun-1) TEAt: FunAB: byih.TE,TEA:so, TLAEB: s, and LA F t: B.

The last condition implies [t](d,e) € [[B](d,e)] for any d € [I'] and
e € [[A]d]; therefore [At]d € [[Fun A B]d] for any d € [I'].

. (pon-EL) T ApptT: B (id,7): by ih.T E t: FunABand T F r: A; therefore

for any d € [I'], [r]d € [[A]d]. By Rem.|24} [t]d - [r]d € [[B](d, [F]d)].

. (suptm) Tkto: Ao: by ih. T F o: A. For d € [I'], then [o]d € [A];

therefore by i.h. on Algt: A, we have [t]([o]d) € [[A]([o]d)].

. (sus-sort) s A 0: s: as in the previous item.

. (mvr) LA q: Ap: (d,e) € [TA] if d € [I] and e € [[A]d]; that is enough

to conclude, because [A p](d,e) = [A]d and [q](d,e) =e.

(conv) g t: B: by i.h. [t]d € [[A]d] for any d € [I']; by i.h. [A]d = [B]d,
therefore [t]d € [[B]d].

(ext-suss) T'kg(o,t): A.A: for d € [I'], by i.h. [o]d € [I'] and [t]d €
[JA o]d]
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12. (comp-suss) ['ls 0 0: A: using the same reasoning as for (sus-tm).
13. (est-suss) LA p: I': using the same reasoning as for (uve).

O

By soundness we know that each typed term is interpreted as an element
of the denotation of the type; moreover we know that judgmentally equal
elements have the same denotation. As a corollary we know that they have the
same normal form.

Corollary 73 (Completeness of normalisation). If 'Ft =1t’: Aand d € [I'],
then R; ([t]d) = R; ([t’]d), for any j € N.

5.4 Correctness of Nbe

In this section we prove that Fun is injective; i.e., if 'l FunAB = Fun A 'B’: C,
then TkA = A’: s’ and [AKB = B’: s”. As in previous chapters we use
logical relations to show that each typeable term is judgmentally equal to its
normal form as computed by our proposed nbe function. Remember that for
predicative PTSs we have a well-founded order on T; this order is used to
define the logical relations and to prove all their results.

The logical relations are slightly different than those for Martin-Lof type
theory: for PTSs there is only one kind of logical relations relating terms
typable with A under context I' with elements of [X] with X € T:

FTe_tA~_eXIC{t|ITHt: A} x [X] .
Definition 63 (Logical Relations). Let X € Tand 'k A: s.
1. X € Ne: Tlet: A ~ d’ € [X] iff for all weakening A <' T
a) AkApt =R X:s
b) Atstpt =Rj5 d’: Apt
2. X=s€8S: Tkt: A~d e [X]iff
a) ifd € NeUS: Alctpt =Rjpd: s
b) if d = Fun X’ F: there exists (sp,s1,8) € R and
i. Tet=FunA’B:s

ii. TA’: sog~X' € [so],and
iii. AB(p',7T):s7 ~Fec[s1], forall Algr: A’pt ~e € [X'].

3. X=FunX'F: Tkt: A~d € [Fun X’ F] if and only if

a) there exists (sp,81,8) € Rand Tk A =FunA’B:s, TkA :so~X' €
[sol,
b) forall A <!Tand Akr: A’pt ~d’ € [X], Ak App (tp!) r: B (pi, 1) ~
d-d' e[Fd’];
¢) i.ifd=Ilamf,thenTHt=At":A,
ii. if d € Ne, then A (tp') = Rj5 d: Apt.
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The following lemma is proved analogously as we did in previous chapters:
we use (sym) and (Trans) on the main conditions of the definition of the logical
relation. We skip its proofs.

Lemma 74 (Preservation of the logical relation by judgemental equality). If
lNst:A~de[Xland Tkt =1t": A, thenTlkt’: A ~ d € [X]. Moreover, if
lst: A~de[X]andTkA =B:s,thenTkt: B~d e [X]. O
Lemma 75 (Monotonicity of logical relations). If 'st: A~ d € [X] and A <iT,
then Ak tpt: Apt~d € [X].

Lemma 76 (Derivability of equality of reified elements). Let Tkt: A ~d € [X]
and A <' T, then Aktp' = Rjajd: Rja  X. Conversely, if TA:s ~ X € [s],
k € Neand Afstp' =Rja ki Ap', forall A<'T, thenTkt: A~k € [X].

Proof. (By inductionon X € T.)

1. X € Ne: both parts are obtained from the hypothesis, because those are
the condition to be logically related.

2. X =s € S: by induction on d € [s]: The first part ford € Neand d € S
are obtained directly by definition. Moreover the second part is trivial,
because the hypothesis is the main condition in the definition of the
logical relation.

We show only the first part for d = FunX’F: by ih. onTKEA: s ~ X' €
[so] we have Al Apt = Rja X': so. By i.h. on Ak B (p',7): 51~ Fe € [s1].
On the other hand we have A’tcqp’ = Rja| (Var IT]): Ap, forall A’ <
A, so by i.h. on the second part, we know Ak q: Ap ~ Var [T € [X'].
From which we conclude TAKB (p,q) = Rja| (F(Var [T])): s;. Using
(prop-EQ) We conclude the equality.

3. X =Fun X’F: For the first part, we only show the case when d = lamf.

a) If d = lam f: by definition of the logical relation I'st = At’: A. As
was shown in the previous point we have LA’ q: A’ p ~ Var [l €
[X']; by definition of the logical relation and Lem. we know
LAl App ((At")p) q: B(p,q) ~ lamf - (Var [I) € [F(Var [I()]. By
Lem.[74]and by definition of application TA’kt": B ~ f (Var [I) €
[F(Var [TN]; by i.h. TA’kt’ = Rypj41 (f (Var [T'])): B. By (cong-ass)
IMeAt” = A(Rjr1 (f (Var [T))): Fun A’ B; and by definition of read-
back I'gAt” = Ry (lamf): Fun A’ B.

b) For the second point we only need to prove Atz App t T: B (pi, 1) ~
k-d’ € [Fd'], for any A <' T and Algr: A’pt ~ d’ € [X']. By
Lem.[6g} d’ € Nf, therefore k- d’ = Appk d’ € Ne. We prove that by
i.h. on the second part. By i.h. we know A’ lkrp) = Rja/ d’: A/ pt',
for any A’ <J A and also, from the main hypothesis and (conv-eq),
A'fletptt = Rja/ k: Fun (A pt) (B (p(ii)+1 q)), therefore we can
use (app-cong) to conclude

At App (tp') (rp’) = App (Rja/ k) (Rjaryd'): B(p,rp)) . O

We now introduce logical relations between substitutions and environments
modelling contexts. As in previous chapters, these relations are defined by
recursion on the codomain of substitutions.
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Definition 64 (Logical relation for substitutions). If I'lc and Ak, we define a
logical relation Tk _: A~_€ [A] C{o|Tko: A} x{d|d € [A]}.

1. Tho:o~d e [¢].

2. Tko: AA~(d,d') € [AA]iff Tkpo: A~de [A]land Tkqo: A(po) ~
d’ e [[A]d].
By induction on the codomain of substitutions we can prove easily preserva-
tion of the relations by judgemental equality of substitutions and weakening.
Lemma 77. LetThko: A~d € [A].

1. fl'co=0": A thenTko': A~d € [A].
2. f © <'T,then @k op': A~d € [A].
Proof. (By induction on Ak.)

1. The first point is trivial for ¢. For A.A we can apply theih.onTkpo =
po’: Aand Tkpo: A ~ d € [A]; the other part is obtained by using
Lem.[74lonTkqo=qo’: A(p8)and Tkqd: A(pd) ~d’ € [[A]d].

2. The second part is also trivial for . The second part for A.A is obtained
by using the i.h. and Lem.[;5}

O

At this point we can define an environment logically related with the
identity substitution.
Definition 65 (Canonical environment). By induction on I'c we define an
environment pr which models I" and is logically related with the identity
substitution id.

1. For o by (empry-c1x): po = T.

2. For 'A by (ext-crx): let n = |I'|; then by i.h. pr € [I] and I'kid: " ~
pr € [I']; by both parts of Lem.[77] A pid: T ~ pr € [I']. On the other
hand Akkqp' = Rj5 (Var n): Ap', for all A <! T'A; so, by Lem. [76] we
have TAtsq: Ap ~ Var n € [[A]pr] and by Lem.[74]TAs qid: A (pid) ~
Var n € [[A]pr]. So, we conclude A kid: A ~ (pr, Var n) € [TA].

Note that the formal statement of the fundamental theorem should have
changed the order of the quantification between logically related substitutions
and derivations.

Theorem 78 (Fundamental theorem of logical relations).

1. If s € S, sisatop-sort, 'ct:s,and Ad: T ~d € [I'], then Até: s ~
[t]d € [s].

2. If Tkt: Aand AKS: T ~ d € [I], then Aktd: Ad ~ [t]jd € [[A]d],
providing A is not a top-sort.

3. UTky:®and AKb: T'~d € [, then ALy d: © ~ [y]d € [©].

Proof. (By induction on typing derivations.)
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1. The first two points are shown by the following cases.

a)

e)

f)
8)

I'kes’: s by (axiom): we have [s]d = s, since (s,s’) € A we also have
s € [s'], and the reification of s its s itself. On the other hand we can
use (sus-sort) to conclude A’ 5(s8) pt = s: s/, for any A’ <' A.

s Fun A B: s3 by (run-r): first we need to prove that there exists
A’ B’ € Terms such that AkFunABd = Fun A’ B’: s3; we get this
by (run-sus): A’ = A% and B’ = B(8p,q). The second point to
prove is Al A 8: s1 ~ [A]d € [sq1], is obtained by i.h. on T A: s7.
Finally, let A’lzr: (A 8) pt ~ e € [[A]d]; then, by definition of logical
relations for substitutions, A’g(5pt,1): TA ~ (d,e) € [IA]. By
i.h. on TAB: s2, we have A’z B (5 pt,1): s2 ~ [B](d,e) € [s2]; by
Lem.we conclude A’ B (8 p, q) (pt,7): s2 ~ [B](d, e) € [s2].

I At: Fun A B by (run-1): The point is easily obtained by
using (aBs-sus). The main point is proved in a similar way as
we proved the second condition in the previous rule. First, we
note App A(t (8p,q))p' T = t (8 p', 1) by applying successively the
following rules (app-cong), (comp-suss), (BETA), (ass-suBs), (DisT-suBs),
(est-suss), (snp-suss). Now let A’ <! Aand A’lgr: (A8)p' ~ e €
[[A]d]; so by i.h. on TAKt: B we know A’lst(8pt,7): B (pl,1) ~
[t](d,e) € [([B]d) el, where [At]d - e = [t](d,e).

A q: Aqby (aye): by inversion on the hypothesis, A 6: '~ d €
[I], we know & = (8',t) and d = (d’,e); since q(8',t) = t and
[a](d’,e) = e; the only point to prove Akt: A§' ~ e € [[A]d’]
comes again from the hypothesis.

Il'cto: Ao by (suss-tm): this is easily seen to hold by i.h. on both
premises.

'k A o: s by (suss-s): as in the previous point by i.h.
s t: B by (conv): we use the i.h. and Lem.

2. For substitutions:

a)

b)

<)

I'ts(): © by (empry-suss): since [()]d = T and T € [¢], then by defini-
tion of logical relations Ak () 5: o ~ T € [¢].

l'zid: T by (ip-suss): by using Lem.[77]on the main hypothesis and
lMgidd =5: A.

INk(o,t): ©.A by (exr-suss): we apply the i.h. on both premises,
lto:® and T'kt: Ao, to get, respectively, Akcd: © ~ [o]d €
[6] and Akctd: (A0)d ~ [t]d € [[Ao]d]. By using Lem. [77]and
Lem. [74]on them we conclude Ak p(08,t0): © ~ [0]d € [O] and
Akq(od,to): A(cd) ~[t]d € [[A o]dl.

I'le oy: © by (come-suss): by applying the i.h. twice: firston 'ky: £
with the main hypothesis to get Akdy: X ~ [y]d € [Z]; and
then with that substitution we can apply the i.h. on Zko: © to
get Alzo (v9): ©~ [o]([¥]d) € [©].

IAkp: T by (st-suss): by definition on logical relations d = (e, e’)
and Akpbd: T ~d € [I]. O
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Given a derivation 'z t: A, we can instantiate the fundamental theorem of
logical relations with the identity substitution and the canonical environment
defined in Def.[65} so we obtain I'c tid: Aid ~ [t]pr € [[A]pr]. By Lem.[76] we
conclude 'z tid = Ry ([t]pr): Aid; by using (sym), (Trans), and (conc-EQ) we
conclude gt = Ry ([t]pr): A. As in previous chapters, this result leads us to
the normalisation function.

Definition 66 (Normalisation function).

nbe' (t) = Rir ([t]er)

Theorem 79 (Correctness of NbE). If 'kt: A, then T'lkt: A ~ [[t]pr € [[A]pr]
and Mzt = nbe' (1): A.

Proof. By Thm.[78 T'ctid: Aid ~ [t]pr € [[A]pr] and by Lem.[74} Tkt: A ~
[tler € [[Aler] O

We deduce injectivity of Fun by inverting the equality judgement and using
the fundamental theorem of logical relations and the preservation of the logical
relations by judgemental equality.

Theorem 8o (Injectivity of Fun). If T'icFunAB = FunA’B’: C, then TKA =
A’:sandTAEKB=B":s’.

Proof. If TkFunAB = FunA’B’: s, by inversion of equality and Thm. [79|
MNcFunAB: s~ [Fun AB]pr € [[s]pr]. By inversion of the logical relation we
know g A: sg ~ [[A]]pr € [[[So]]pr] and TAKB: s; ~ [[B]]pr‘A € [[[S]]]pr_A]. By
Lem. we also know ' FunA’B’: s ~ [Fun AB]pr € [s], and by inversion
we also know 'k A’: so ~ [A]pr € [so] and TAKB: s1 ~ [B]pra € [s1]. By
Lem. [76|on the corresponding related elements we conclude, by rules (sym)
and (trans), TEA=A’:spand TAEB =B': s;1. O

5.5 From A°to A~

In this last section we prove subject reduction for A°~ using correctness of
NbE; thus we can complete the equivalence proof between A° and A°~.

Lemma 81.
1. fTkt: Aand t =g« t/, then Tk t: A~ [t']pr € [[A]or].
2. If T'ko: Aand 0 =g« 0o/, then Tk o: A~ [o']pr € [A].

Proof. By Thm.[79]on the first hypothesis s t: A ~ [t]pr € [[A]pr] and by
Lem.[71] [t]pr = [t']pr, therefore Tk t: A ~ [t']pr € [[A]prl. O

Adams obtained, as a result of his proof method for the equivalence of
PTSs, subject reduction for PTSs with typed equality: If Tl t: A and t =p« t/,
then Tt =t’: A. We can prove a weaker version of subject reduction which
is enough to complete the equivalence proof. Note that we equate t with the
normal form of t/, instead of t’ itself.

Corollary 82 (Subject reduction for A°~). If Tkt: Aand t =g, t’,thenTkt=
nber(t'): A.
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Finally we can prove the second part of Thm.[67} the formal proof of the
next theorem assumes as a postulate the last corollary. Since that corollary
depends on the results of the previous two sections, the next theorem only
applies to predicative PTSs.

Theorem 83.
1. If Tk, then Tk,
2. IfT'+1t: A, thenTkt: A.
3. fTFo: A, thenTko: A

Proof. See PtsToEpts.agda. We explain the case for (conv): the premises are
I'Ft: A, THB:sand A =g, B. By i.h. on the first premise, we know I'is t: A,
and by i.h. on the second premise, 'k B: s. By type validity on 'z t: A, there
is a sort s/, such that ' A: s’. By Thm. 'z A = nbe(A): s’; therefore
by (conv), Tlgt: nbe(A). From I't;B: s and A =, B, by Cor. [82] we know
' B = nber(A): s. Now we can apply (conv) again to get 'tz t: B. O

Corollary 84. T Ht: A,TFt': A,andt =g« t/,then Tkt =1": A.

Proof. By Thm.[83]we have 'ct: A and I'ct’: A. By Cor.[82} we know I's t =
nber(t’): A; and, by Thm.[7g|T' kst = nber(t'): A. We conclude by (sym) and

(TrRANS). O






Conclusion

In this last chapter I would like first to show how NbE can be used to add
axioms like commutativity for some operators. In the second section I mention
some further considerations that have not been addressed in the thesis and
possible future work.

6.1 Commutativity in Martin-Lof type theory

Introduction

In Chap. [4)we have used NbE to define a type-checker for MLTT extended with
singleton types and also proof-irrelevant types. In this section, we adapt the
NbE algorithm for a type axiomatising an abelian monoid. It is interesting to
consider this type because, as we explained in the introduction one cannot
normalise terms by orienting the equality axioms.

From a practical point of view adding commutativity can alleviate the bur-
den in the formalisation of proofs. We can illustrate this point by considering
the following basic lemma of abelian monoids.

Lemma 85. Let M = (M, +, 0) be an (additive) abelian monoid. Let a,b,x € M
be suchthata+x=0and b+x =0, then a =b.

Proof. a=a+0=a+(b+x)=a+(x+b)=(a+x)+b=0+b=D> O

To state and prove that lemma in type theory we first need to postulate
a type representing (intensional) equality with one constructor for reflexiv-
ity and also transitivity. We then postulate the type for the monoid and the
addition operation, the null element, and the properties of an abelian mon-
oid (associativity, commutativity, and congruence of addition with respect
to intensional equality). Then we can write the same equational reasoning
as in the informal proof. In contrast, if we have the monoid and its axioms
internalised in the system, we only need to postulate intensional equality (with
transitivity) and congruence of addition. But instead of the whole proof we
can just write: @ = a + (b + x) = b . All the other steps are dealt by the
normalisation algorithm.

In the next sections we consider the extension of the core of the type theory
of Sec. that is a universe of small types and dependent products. We skip
the rules for the type-checking algorithm for the new type as they introduce no
difficulty; the contribution of this section is the decision procedure for equality.

Syntax

We add a type for an abelian monoid with no other constant than the null
element.

121
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(MON-TYPE)  (MON-U-I) (MON-zTM)  (MON-PLUS)
I I I '-t: M FHt: M
=M ''-|M:U TFO:M FrEt+t:M

Axioms The axioms on the left column are those corresponding to the resolu-
tion of substitution; in the right column we list the equational theory for the
abelian monoid.

My =M t+0=t
0y=0 s+t=t+s
t+tHhy=01ty)+{t'Yy) (r+s)+t=1+(s+1)

Remark 25 (Inversion).
1. if TFO: A,thenT - A = M; and
2. ifTHFs+t:A,thenTHFA=M,TFs: M,and T t: M.

Remember that our decision procedure for equality consisted on normal-
ising terms and comparing syntactically equivalence of normal forms. It is
clear that we need to extend the set of normal forms of Chap. 4/ to include
the new constructors concerning the monoid. To deal with associativity, sums
are right-leaning; this accounts for the addition of a new non-terminal to the
grammar.

Definition 67 (Normal forms).

Lhs > lu=q|qp't' [Applv
Nes>k:=1|1+k
NfsvVW:i=k|U|M|O|Av|FunVW

Note that two normal forms generated by this grammar can be syntactically
different, although judgementally equal. For example, q p+q and q+qp, say in
the context ' = M.M. Instead of complicating the definition of normal forms,
we will compare for syntactical equivalence terms which are in canonical form.
This canonical forms will be based on an order between constructors.

Definition 68 (Order between normal forms). We define a total order on the
terminals of the grammar: q < qp' <...<qp'<qp''' <...<App <+<
U<M<O0<A<Fun.

The order on normal forms is the induced lexicographic order using the
order on terminals. It is clear that a sum in normal form has the following
shape: 1o + (11 + (... + 1) ...). Such a sum is said to be in canonical form if
lighter terms are to the left: i < j, implies 1; < 1;. In general, for v € Nf, visin
canonical form if every sum occurring in v is in canonical form.

The following functions rearrange operands in a sum, by flattening them
and ordering them by the order between terms.

Definition 69. Let K be a tuple of neutral terms. Let _ > _ be the consing
operation for tuples: 1> (Ko, ..., kn_1) = (L koy..., kn_1)-
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Merging of tuples

((Layen oy L)+ (U1 1)) iy < U

K
K
Liyeoy o) (L L) =
Ly o) (U ) { (L, Loy ooy lny) = (1, ..., 1)) otherwise

Flattening of neutrals

flat k = U %szl
(V) xflatk’” ifk=14+k’

Un-flattening

unflat 1= {l

lo + unflat <l1) o ln > i :<10)11»"‘>ln>

To turn a normal form in canonical normal form v, we simply canonicalise
all the sums occurring in v.

Definition 70 (Canonical transformation).

can(q

i

can(qp
can(App lv
can(l+k
can(U
can(M
can(Av n(v)
can(Fun VW) = Funcan(V) can(W)

pp can(l) can(v)
nflat ((can(l)) * flat (can(k)))

)
) =
) = A
J=u
y=U
=M
) =Aca
)=

Remark 26. Let I' - v: A. Since the only change we do with can(_) is rearran-
ging terms in sums, it is clear that I' - v = can(v): A (and the same for types).
From this we conclude thatif ' Fv: A, T Fv’: A, and can(v) = can(v’), then
FFv=v" A

NbE: correctness and completeness

We extend the semantic domain to interpret the new terms: D =... ®{M}, &
{0}, @ D% ; an element d € D* is a finite tuple written (do,...,dn_1) € D.
Accordingly we add new clauses for the readback function:

RiM =M Ri0=0

Rty {Rido ifn =0
LATO e Tn g Rido +R;i(dy,...,d,,) otherwise

Note that we keep the readback function simple and the generated sums
are right-leaning (if the tuple is flat). We need to adapt the definition of the
PERs for semantical neutral values and normal forms, to take into account the
symmetry of addition.
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Definition 71 (PER for neutrals, and normal forms).

e d=d’ € Neiff R; d and R; d’ are defined, and can(R; d) =ne can(R; d’),
forallieN;

e d =d’ e Nfiff R{ d and R; d’ are defined, and can(R; d) =x¢ can(R; d’),
forallie N.

We add a new PER over D to interpret the type M; accordingly we also add
a new clause to the universes U.

Definition 72 (Adapting the PER model).

PER for the monoid

New clause for U
M=MeU and Ml =M .

1-expansion and normalisation

Twk=k Iwd=d (M=M.

Remark 27. It is easy to see that M is saturated; therefore Lem. [38]is valid in
the extended model.

To interpret the addition operation, we build tuples but removing occur-
rences of 0. Note that if the two arguments are flat tuples, the result is also a
flat tuple.

Definition 73.

0+d=d d+0=d

(doy...ydn—1) 4+ (ddy---ydi_1) ={(doy.- -y dn-1,dby---,dl_1)
<do, dn 1>+d/ <do, n 1,d/>
d+<do» —1)={d, do> ydmo1)

d+d’ (d,d")

Definition 74 (Semantic equations).
[Mj[d=M [0]d=0 [t+t']d=[t]d+ [t']d

The following lemma is the key to prove soundness.

Lemma 86. The operator _ 4 _ is associative and commutative with respect to
the PERM. Letc =c’;d=d’,e=¢' € M,

1.0+d=d"eMandd+0=d’' € M.
2. d+e=¢e'+d €M,
3.c+(d+e)=(c"+d')+e’ €M, and

Proof.
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1. By definition.

2. The only interesting case is when both d = d’ € Neand e = e’ € Ne;
note also that it is enough to consider flat tuples: d = (do,...,dn),
d" = (d§y...,d},), e = (eo,...,em), and e’ = (e},...,er,). In that
case for any i € N and every element k of any of the tuples, Rik
is defined and is a neutral element. Therefore can(R; do + (Rydy +
(...(Riem—1 + Riem)...))) has the same summands than can(R; ej +
(Riej +(...(Ryd},_; +Ryd})...))) and in the same order.

3. By an argument analogous to that of the previous point.
O

Remark 28. The model is sound, cf. Thm.[34| This is easy after proving Lem.
By Rem. if T t=1t: M, then can((R; ([t]d))) = can((R; ([t']d))), for any
de[MandieN.

Logical relations The definition of logical relation for the monoid is analogous
to the definition of logical relations for data types in Def[47}

Definition 75 (Logical relation for monoid).
1. T'FA~M,ifandonlyif ' A =M.

2.TFtA~dec [M],ifand onlyif ' = A ~ M, and for all A <' T,
AFtpi:Rwd:Api.

All the technical lemmata corresponding to logical relations are easily
proved for the new clauses. We recall only the most important results. The
first one is that if a syntactical term is related with an element on some PER,
then the term is judgementally equal to the reification of the semantical value.
Note that for the monoid this lemma is trivial to prove.

Lemma 87 (Derivability of equality of reified elements). LetI'- A~ X € T,
andTHt:A~de([X],thenTHt=Rr (lad):A.

The following lemma is useful to prove the fundamental theorem.

Lemma 88. If TFt:A~deMandTTFHt':A~d eM,thenT HFt+t': A~
d+d eM.

Proof. By induction on d,d’ € M. If d = 0, then wehave ' Ft+t' =t: A
and d 4 d’ = d’; therefore by Lem.[42|T -t +t’: A ~d -+ d’ € M. The case for
d’ = 0is analogous. If d,d’ € Ne, then by Lem.A Ftp' =R d: Ap'and
AFt'pt =R d’: Ap'; therefore, by first using (conv) to type both equalities
with M, then using congruence of addition, and finally (conv) again to type the
additions with the original type A pt, we get A - (t+t') pt = Rj5  (d+d): Ap'.
That is the condition forTHt+t": A~d+4d’ € M. O

Remember that the fundamental theorem of logical relations states that
every term is logically related with its denotation. We recast it here only for
the monoid.

Theorem 89. Let ' 06: A~ d € [A], thenif At t: M, thenT Ft5: M§ ~ [t]d €
M.
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Proof. This theorem is proved by induction on derivations; we show the case
for Ak t+t’: M, when the last rule used was (pLus-tm). Let T'F §: A~ d € [A].
By ih. weknow ' t5: M ~ [tfjd € Mand '+ t'6: M§ ~ [t']d € M. By
Lem.[88| T'Ht8+1t'8: M5 ~ [t]d + [t']d € M. By definition of the semantics
of addition and by Lem. [42]we have 't (t + t/) 8: M& ~ [t + t']d € M. O

Note that as a corollary of Lem.[87]and Thm.[8g| with the canonical envir-
onment introduced in Def. we have correctness of normalisation.

Corollary go. If T t: A, then T =t = Rip| (Ljage, ([t]er)): A.

We change the definition of the normalisation function in order to get
canonical normal forms; the definition of the canonical environment remains

as in Def.
Definition 76. LetI'= Aand ' t: A.

nber(A) = can(Rjr (I [A]pr))
nbe (t) = can(Rjr| (Laer [t]er))

The normalised term can still be proved equal to its canonical normal form
by virtue of Rem.

Corollary 91 (Correctness of NbE). If 'F1t: A, then 't = nbe?(t): A.

6.2 Further work

Correctness of Haskell implementation of NbE ~ The correctness of the implement-
ation of the type-checking algorithm for Martin-Lof type theory presented in
Chap. |4/depends on having a proof showing that the Haskell implementation
of NbE corresponds to the mathematical function for which we proved com-
pleteness and soundness. For that reason an implementation of a type-checker
using the method suggested in Chap.[4would be more trustworthy if one has
a proof of the computational correctness of the Haskell program. I know of
two papers that can be used to guide such a proof: Filinski and Rhode [55]
proved a similar result for untyped NbE and its implementation in an ML-like
language; Dybjer and Kuperberg [53] also proved the correctness of a Haskell
implementation of NbE for untyped combinatory logic.

PTS with explicit substitutions It would be interesting to compare our present-
ation of PTS with explicit substitutions to PTS with those of Bloo and Munoz.
Moreover, it is needed to study more deeply the meta-theory of A° and its
relationship with traditional PTS, that is with named variables and implicit
substitutions.

We expect that one can use analogous semantical methods as those that
we used to prove injectivity of Fun to get an equivalence result for A® and A°=
with (n) rule.

More abstract definition of NDE There is some smell of repetition among the
chapters of this thesis; this call for a deeper study to see if it is possible to
define NbE more abstractly and prove the main properties (completeness and
soundness) without repeating over and over the same proofs each time a rule
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is added (or dropped). For example, Thierry Coquand suggested to consider
NbE A" without rule (cong-aBs); instead of redoing all the work from scratch, it
would be more interesting to have an abstract definition and extract the proof
for that system by using the appropiate parameters in the general framework.
One possibility for getting such an abstract result is to understand NbE in a
categorical setting.

Using NbE to ease the use of dependent types 1In Sec.[6.1] we discussed how
we can use NbE to decide equality for an abelian monoid and presented an
example of how it can simplify the burden for formalising a (fairly trivial)
proof. It will be interesting to have a proof-checker, even a prototype, with
several extensions like commutativity. Ideally one should formalise some
mathematical proof in such a system and in some other proof-assistant in order
to compare the de Bruijn factor [117]] between both formalisations.
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