UNIVERSIDAD NACIONAL DE CORDOBA

FACULTAD DE MATEMATICA, ASTRONOMIA Y FiSICA

SERIE“A”

TRABAJOSDE MATEMATICA

N° 85/08

On Nichols Algebras With Standard Braiding

Ivan Ezequiel Angiono

Editores: Jorge R. Lauret — Elvio A. Pilotta

CIUDAD UNIVERSITARIA — 5000 CORDOBA

REPUBLICA ARGENTINA



ON NICHOLS ALGEBRAS WITH STANDARD BRAIDING

IVAN EZEQUIEL ANGIONO

ABSTRACT. The class of standard braided vector spaces, introduced by
Andruskiewitsch and the author in arXiv:math/0703924v2 to under-
stand the proof of a theorem of Heckenberger [H2], is slightly more
general than the class of braided vector spaces of Cartan type. In the
present paper, we classify standard braided vector spaces with finite-
dimensional Nichols algebra. For any such braided vector space, we give
a PBW-basis, a closed formula of the dimension and a presentation by
generators and relations of the associated Nichols algebra.
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INTRODUCTION

A breakthrough in the development of the theory of Hopf algebras was the
discovery of quantized enveloping algebra by Drinfeld and Jimbo [Dr, Ji].
This special class of Hopf algebras was intensively studied by many authors
and from many points of view. In particular, finite-dimensional analogues of
quantized enveloping algebras were introduced and investigated by Lusztig
[L1, L2].

About ten years ago, a classification program of pointed Hopf algebras
was launched by Andruskiewitsch and Schneider [AS1], see also [AS5]. The
success of this program depends on finding solutions to several questions,
among them:

[A, Question 5.9] Given a braided vector space of diagonal
type V, such that the entries of its matrix are roots of 1, com-
pute the dimension of the associated Nichols algebra B(V).
If it is finite, give a nice presentation of B (V).

Partial answers to this question were given in [AS2, H2] for the class of
braided vector spaces of Cartan type. These answers were already crucial
to prove a classification theorem for finite-dimensional Hopf algebras whose
group is abelian with prime divisors of the order great than 7 [AS6]. Later,
a complete answer to the first part of [A, Question 5.9] was given in [H3].

The notion of standard braided vector space, a special kind of diagonal
braided vector space, was introduced in [AA], see Definition 3.5 below. This
class includes properly the class of braided vector spaces of Cartan type.

The purpose of this paper is to develop from scratch the theory of standard
braided vector spaces. Here are our main contributions:

e We give a complete classification of standard braided vector spaces
with finite-dimensional Nichols algebras. As usual, we may assume
the connectedness of the corresponding braiding. It turns out that
standard braided vector spaces are of Cartan type when the associ-
ated Cartan matrix is of type C, D, E or F', see Proposition 3.8. For
types A, B, GG there are standard braided vector spaces not of Car-
tan type; these are listed in Propositions 3.9, 3.10 and 3.11. Those
of type As and Bj appeared already in [Gr]|. Our classification does
not rely on [H3], but we can identify our examples in the tables of
[H3].

o We describe a concrete PBW-basis of the Nichols algebra of a stan-
dard braided vector space as in the previous point; this follows from
the general theory of Kharchenko [Kh| together with Theorem 1 of
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[H2]. As an application, we give closed formulas for the dimension
of these Nichols algebras.

e We present a concrete set of defining relations of the Nichols algebras
of standard braided vector spaces as in the previous points. This is
an answer to the second part of [A, Question 5.9] in the standard
case. We note that this seems to be new even for Cartan type, for
some values of the roots of 1 appearing in the picture. Essentially,
these relations are either quantum Serre relations or powers of root
vectors; but in some cases, there are some substitutes of the quantum
Serre relations due to the smallness of the intervening root vectors.
Some of these substitutes can be recognized already in the relations
in [AD].

Here is the plan of this article. In section 1, we collect different tools that
will be used in the following sections. Namely, we recall the definition of
Lyndon words and give some properties about them, such as the Shirshov
decomposition, in subsection 1.1. In 1.2, we discuss the notions of hyperlet-
ter and hyperword following [Kh] (they are called superletter and superword
in loc. cit.); these are certain specific iterations of braided commutators ap-
plied to Lyndon words. Next, in subsection 1.3, a PBW basis is given for
any quotient of the tensor algebra of a diagonal braided vector space V' by
a Hopf ideal using these hyperwords. This applies in particular to Nichols
algebras.

In section 2, after some technical preparations, we present a transforma-
tion of a braided graded Hopf algebra into another, with different space of
degree one. This generalizes an analogous transformation for Nichols alge-
bras given in [H2, Prop. 1] — see Subsection 2.3.

In section 3 we classify standard braided vector spaces with finite dimen-
sional Nichols algebra. In subsection 3.1, we prove that if the set of PBW
generators is finite, then the associated generalized Cartan matrix is of finite
type. So in subsection 3.2 we obtain all the standard braidings associated
to Nichols algebras of finite dimension.

Section 4 is devoted to PBW-bases of Nichols algebras of standard braided
vector spaces with finite Cartan matrix. In subsection 4.1 we prove that
there is exactly one PBW generator whose degree corresponds with each
positive root associated to the finite Cartan matrix. We give a set of PBW-
generators in subsection 4.2, following a nice presentation from [LR]. As a
consequence, we compute the dimension in Subsection 4.3.

The main result of this paper is the explicit presentation by generators and
relations of Nichols algebras of standard braided vector spaces with finite
Cartan matrix, given in section 5. This result relies on the explicit PBW-
basis and the transformation described in Subsection 2.3. In subsection 5.1,
we state some relations for Nichols algebras of standard braidings, and prove
some facts about the coproduct. Subsections 5.2, 5.3 and 5.4 contain the
explicit presentation for types Ag, By and Go, respectively. For this, we
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establish relations among the elements of the PBW-basis, inspired in [AD]
and [Gr]. We finally prove the presentation in the case of Cartan type in
5.5. To our knowledge, this is the first self-contained exposition of Nichols
algebras of braided vector spaces of Cartan type.

Notation. We fix an algebraically closed field k of characteristic 0; all
vector spaces, Hopf algebras and tensor products are considered over k.
Given n € N and ¢q € k, ¢ ¢ Up<j<nG;, we denote

|
7

n (n)q! | -

) =————1 where (n),!=||(k),, and (k),=
<]>q (k)q'(n_ kq 1 J:HI ! ! j=0
For each n = (n1,...,ng) € Z, we set 2™ = 2] -+ 2 € K[z, ... ,xéﬂ]].
Also we denote

th—1 1 -
qn(t) := -1 € klt], heN; qoo(t) := Tt~ >t e k[[t]).
5=0

For each NV € N, Gy denotes the set of primitive N-th roots of 1 in k.

For each # € N and each Z%-graded vector spaces B, we denote by Hp =
Y ne 70 dim B the Hilbert series associated to 9B.

Let C = @y,en,Ci4; be a Ng-graded coalgebra, with projections m, : C' —
C,. Given 1,j > 0, we denote by

Ajj=(memj)oA:Ciyj — C; ®Cj,

the (i,j)-th component of the comultiplication.

1. PBW-BASIS

Let A be an algebra, P,S C A and h: S — NU {oco}. Let also < be a
linear order on S. Let us denote by B(P, S, <, h) the set

{psil...sft:teNo, s1> - >8, s;i€S, 0<e <h(s), pEP}.

If B(P,S,<,h) is a linear basis of A, then we say that (P, S, <, h) is a set
of PBW generators with height h, and that B(P, S, <, h) is a PBW-basis of
A. Occasionally, we shall simply say that S is a PBW-basis of A.

In this Section, we describe— following [Kh]- an appropriate PBW-basis
of a braided graded Hopf algebra B = @,,cnyB" such that B! = V', where V
is a braided vector space of diagonal type. This applies in particular, to the
Nichols algebra B(V'). In Subsection 1.1 we recall the classical construction
of Lyndon words. Let V be a vector space V together with a fixed basis.
Then there is a basis of the tensor algebra T'(V') by certain words satisfying a
special condition, called Lyndon words. Each Lyndon word has a canonical
decomposition as a product of a pair of smaller Lyndon words, called the
Shirshov decomposition.

We briefly remind the notions of braided vector space (V,c) of diagonal
type and Nichols algebra in Subsection 1.2. Then we recall- in Subsection
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1.3— the definition of the hyperletter [I]., for any Lyndon word [; this is
the braided commutator of the hyperletters corresponding to the words in

the Shirshov decomposition. The hyperletters are a set of generators for a
PBW-basis of T'(V') and their classes form a PBW-basis of 8.

1.1. Lyndon words.

Let 6 € N. Let X be a set with 6 elements and fix a numeration x1, ..., xg
of X; this induces a total order on X. Let X be the corresponding vocabulary
(the set of words with letters in X) and consider the lexicographical order
on X.

Definition 1.1. An element u € X, u # 1, is called a Lyndon word if u is
smaller than any of its proper ends; that is, if u = vw, v,w € X — {1}, then
u < w. The set of Lyndon words is denoted by L.

We shall need the following properties of Lyndon words.
(1) Let uw € X—X. Then u is Lyndon if and only if for any representation
U = uiUy, with uq,us € X not empty, one has ujus = u < ugu.
(2) Any Lyndon word begins by its smallest letter.
(3) If uy,ug € L,uy < ug, then ujug € L.

The basic Theorem about Lyndon words, due to Lyndon, says that any
word u € X has a unique decomposition

(1.1) u:lllg...lr,
with [; € L, I, < --- <[y, as a product of non increasing Lyndon words.

This is called the Lyndon decomposition of u € X; the [; € L appearing in
the decomposition (1.1) are called the Lyndon letters of w.

The lexicographical order of X turns out to be the same as the lexico-
graphical order in the Lyndon letters. Namely, if v =11 ..., is the Lyndon
decomposition of v, then v < v if and only if:

(i) the Lyndon decomposition of wis u =1;...l;, for some 1 < i < r, or
(ii) the Lyndon decomposition of u is w = Iy ... l;_1llj  ...I§, for some
1<i<r,seNandllj ..., I, in L, with [ <.

Here is another useful characterization of Lyndon words.

Lemma 1.2. Letu € X—X. Thenu € L if and only if there exist uy,us € L
with u; < ug such that u = ujus.

Proof. See [Kh, p.6, Shirshov Th.]. O

Definition 1.3. Let u € L—X. A decomposition u = ujus, with uy,us € L
such that wuso is the smallest end among those proper non-empty ends of u is
called the Shirshov decomposition of w.

Let u,v,w € L be such that v = vw. Then u = vw is the Shirshov
decomposition of u if and only if either v € X, or else if v = vjvs is the
Shirshov decomposition of v, then w < wvs.
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1.2. Braided vector spaces of diagonal type and Nichols algebras.
A braided vector space is a pair (V,c), where V is a vector space and
¢ € Aut(V®V) is a solution of the braid equation:

(c®id)(id ® ¢)(c®id) = (id ® ¢)(c ® id) (id ® ¢).
We extend the braiding to ¢ : T(V)®T (V) — T(V)®T (V) in the usual way.
If x,y € T(V), then the braided commutator is
(1.2) [z, y]. := multiplication o (id — ¢) (z®y) .

Assume that dimV < oo and pick a basis X = {x1,...,z9} of V; we
may then identify kX with 7'(V'). We consider the following gradings of the
algebra T'(V):

(i) The usual Nyo-grading T'(V') = @p>0T™ (V). If ¢ denotes the length
of a word in X, then T"(V) = @,ex, ¢(x)=nk?-

(ii) Let eq,..., ey be the canonical basis of Z%. Then T(V) is also Z-
graded, where the degree is determined by degx; =e;, 1 <1 < 6.

A braided vector space (V, ¢) is of diagonal type with respect to the basis
x1,... g if there exist ¢;; € k* such that c(xi®xj) = q;jT;Qx;, 1 <i,5 < 0.
Let x : Z% x Z% — k* be the bilinear form determined by x(e;,e;) = gij,
1<4,57 <6. Then

(1.3) c(u@v) = x(degu, degv)vu

for any w,v € X, where ¢q,, = x(degu,degv) € k*. In this case, the
braided commutator satisfies a “braided” Jacobi identity as well as braided
derivation properties, namely

(14) w0l wl, = [u, o, w] ], = x(e, B)v [u, w], +x(8,7) [u,w]. v,
(1.5) [, v w], = [u,v].w+ x(e, B)v [u, w],,
(1.6) [ v, w], = x(8,7) [u, w], v+u [v,w],

for any homogeneous u,v,w € T(V), of degrees «, 3,y € N?, respectively.

We denote by EHD the category of Yetter-Drinfeld module over H, where
H is a Hopf algebra with bijective antipode. Any V € EHD becomes a
braided vector space [M]. If H is the group algebra of a finite abelian group,
then any V € H‘g]@ is a braided vector space of diagonal type. Indeed,
V= @ger,xeFVQ’Where V& =vxnV, Vo ={veV|iv) =g}
VX ={v eV ]|g-v=x(gforal g € I'}. The braiding is given by
clrey)=x(@y@z forallzeVy, gel',ye VX x eTl.

Reciprocally, any braided vector space of diagonal type can be realized as
a Yetter-Drinfeld module over the group algebra of an abelian group.

If V€ BYD, then the tensor algebra 7'(V) admits a unique structure of
graded braided Hopf algebra in £YD such that V' C P(V). Following [AS5],
we consider the class & of all the homogeneous two-sided ideals I C T'(V)
such that
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e [ is generated by homogeneous elements of degree > 2,
e [ is a Yetter-Drinfeld submodule of T'(V'),
e [ is a Hopf ideal: A(I) C IQT(V)+T(V)®I.

The Nichols algebra B(V') associated to V' is the quotient of T'(V') by the
maximal element I(V') of &.

Let (V,c¢) be a braided vector space of diagonal type, and assume that
¢ij = gji for all 4,j. Let I' be the free abelian group of rank 6, with basis
Ji,---, 99, and define the characters x1,...,xg of I' by

Xi(9i) = qij, 1<, <0
Consider V as a Yetter-Drinfeld module over kI" by defining z; € V.
We shall need the following proposition.

Proposition 1.4. [L3, Prop. 1.2.3], [AS5, Prop. 2.10]. Letaq,...,ap € k*.
There is a unique bilinear form (|): T(V) x T(V) — k such that (1|]1) =1,
and:

(1.7) (xilz;) = dijas, for alli,j;

(18> (.’L’|yy/) (x(1)|y)(x(2)|yl)7 f07’ all mayvy/ € T(V)7

L9 @'l = (el @lye) for all 3,y € T(V).

This form is symmetric and also satisfies

(1.10) (zly) =0, forallzeT(V)y, yeT(V)n, g,h €T, g#h.
The quotient T(V')/I(V'), where
I(V)y:={xeT(V):(z|ly) =0, Yy e T(V)}

is the radical of the form, is canonically isomorphic to the Nichols algebra
of V. Thus, (|) induces a non degenerate bilinear form on B(V') denoted by
the same name. O

If (V, ¢) is of diagonal type, then the ideal I(V) is Z%-homogeneous hence
B(V) is Z’-graded. See [AS4] for details. The following statement, that we
include for later reference, is well-known.

Lemma 1.5. Let V' a braided vector space of diagonal type, and consider
its Nichols algebra B(V).
(a) If gi; is a root of unit of order N > 1, then z¥ = 0.
(b) Ifi # j, then (adcx;)" (x5) = 0 if and only if
(r)!gii Tock<r—1 (1 — a5:4ij451) = 0-

(c) If i # j and gijq5 = q};, for some r such that 0 < —r < ord(gs),
then (ad.x;)' =" (x;) = 0. O
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1.3. PBW basis of a quotient of the tensor algebra by a Hopf ideal.
Let (V, ¢) be a braided vector space with a basis X = {x1, ..., x¢}; identify
T(V) with kX. An important graded endomorphism [—], of kX is given by

(

U, ifu=1o0rueX;
[[v],,[w] e, fwel,l(u)>1andu=ovw
[u], == is the Shirshov decomposition;

[ul]c...[ut]c, ifueX—-1L
with Lyndon decomposition v = uq ... uy;

Let us now assume that (V, ¢) is of diagonal type with respect to the basis
x1,...,Tq, with matrix (g;j).

Definition 1.6. The hyperletter corresponding to I € L is the element

[l].. A hyperword is a word in hyperletters, and a monotone hyperword is a

k'l km
C

hyperword of the form W = [u1].' ... [um].", where ug > -+ > up,.

Remark 1.7. If u € L, then [u], is a homogeneous polynomial with coeffi-
cients in Z [g;;] and [u], € u + kXi(Z) .

The hyperletters inherit the order from the Lyndon words; this induces
in turn an ordering in the hyperwords (the lexicographical order on the
hyperletters). Now, given monotone hyperwords W, V', it can be shown that

W =[wi]....[wn].>V =[vi]....[vd,,
where wy > --- > w,,v; > -+ > v, if and only if
W=W... W >V =V ...0.

Furthermore, the principal word of the polynomial W, when decomposed as
sum of monomials, is w with coefficient 1.

Theorem 1.8. (Rosso, see [R2]). Let m,n € L, with m < n. Then the
braided commutator [[m],,[n].]. is a Z[q;;]-linear combination of monotone
hyperwords [l1], .. .[l;],.,l; € L, such that

o the hyperletters of those hyperwords satisfy n > l; > mn,
e [mn]. appears in the expansion with non-zero coefficient,
e any hyperword appearing in this decomposition satisfies

deg(ly ...1,) = deg(mn).
O

A crucial result of Rosso describes the behavior of the coproduct of T'(V)
in the basis of hyperwords.
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Lemma 1.9. [R2]. Let u € X, and u = uy ... u 0™, v,u; € Lyv < u, <
-« < uy the Lyndon decomposition of u. Then

AMd) = 18l + Y (7) el BB
1=0 qu,v

(4) j.
D m) @bl bl
> >lp>1lLEeL
0<j<m
here each wl(f) L is 70 -homogeneous, and

deg(:c(j) ) +deg(ly ... 1,v7) = deg(u).

Iyolp

As in [U], we consider another order in X; it is implicit in [Kh].

Definition 1.10. Let u,v € X. We say that v > v if and only if either
£(u) < £(v), or else £(u) = £(v) and u > v (lexicographical order). This > is
a total order, called the deg-lex order.

Note that the empty word 1 is the maximal element for >. Also, this
order is invariant by right and left multiplication.

Let now I be a proper ideal of T(V), and set R = T(V)/I. Let = :
T(V) — R be the canonical projection. Let us consider the subset of X:
Gr={ueX:u¢kXe,+1}.
Notice that

(a) If w € Gy and u = vw, then v,w € GJ.
(b) Any word u € G factorizes uniquely as a non-increasing product of
Lyndon words in Gj.

Proposition 1.11. [Kh], see also [R2]. The set m(Gy) is a basis of R. O

In what follows, I is a Hopf ideal. We seek to find a PBW-basis by hyper-
words of the quotient R of T'(V'). For this, we look at the set

(111) Sr=GrnNL.
We then define the function h; : S; — {2,3,...} U {occ} by
(1.12) hr(u) :=min{t € N:u' € kX, +I}.

The next result plays a fundamental role in this paper.
Theorem 1.12. [Kh]. Keep the notation above. Then
By ==B({1+1},[S]],+1I,<, hp)
is a PBW-basis of H=T(V)/I. O

See [Kh] for proofs of the next consequences of the Theorem 1.12.
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Corollary 1.13. A word u belongs to Gy if and only if the corresponding
hyperletter [u], is not a linear combination, module I, of hyperwords [w],,
w = u, where all the hyperwords belong to By. O

Proposition 1.14. In the conditions of the Theorem 1.12, if v € St is such
that hi(v) < oo, then gy, is a root of unit. In this case, if t is the order of
Qu,, then hr(v) =t. O

Corollary 1.15. If hj(v) := h < oo, then [v]" is a linear combination of
hyperwords [w],, w = u'. O
2. TRANSFORMATIONS OF BRAIDED GRADED HOPF ALGEBRAS

In Subsection 2.3, we shall introduce a transformation over certain graded
braided Hopf algebras, generalizing [H2, Prop. 1]. It is instrumental step in
the proof of Theorem 5.25, one of the main results of this article.

2.1. Preliminaries on braided graded Hopf algebras.

Let H be the group algebra of an abelian group I'. Let V € EHD with a
basis X = {z1,...,xp} such that z; € V', 1 < i < 6. Let ¢;; = x;(9:), so
that c(z;®x;) = qijr; @, 1 < 4,5 < 0.

We fix an ideal I in the class &; we assume that I is Z°-homogeneous.
Let B := T(V)/I: this is a braided graded Hopf algebra, B° = k1 and
B! = V. By definition of I(V), there exists a canonical epimorphism of
braided graded Hopf algebras m : B — B(V). Let g; : B — B be the
algebra automorphism given by the action of g;.

Proposition 2.1. (See for example [AS5, 2.8]).

(1) For each 1 < i < 0, there exists a uniquely determined (id,o;)-
derivation D : B — B with D;(x;) = d;; for all j.
(2) I =1(V) if and only if N?_, ker D; = kI. O

These operators are defined for each x € B*, k > 1 by the formula

0
An11(z) =) Di(x)®;.
=1

Analogously, we can define operators F; : 8 — 9B by F;(1) =0,
0
Al,n—l(x) = sz®ﬂ(x)7 YIS @k>0%k~
i=1

Let x be as in 1.4. Consider the action > of kZ? on B given by
(2.1) e;>b=x(u,e;)b, b homogeneous of degree u € Z°.
Then, such operators F; satisfy Fj(x;) = d;; for all j, and

Fi(b1ba) = Fi(b1)ba + (e; > b1)Fi(b2), b1,by € B.

Let 27 .= (adex;)"(z4), 1,5 € {1,...,0},i# j and r € N.
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Remark 2.2. The operators D;, F; satisfy

(22) DZL(‘T?) = (n)qz'ix?_17

(2.3) Di ((adcl'i)r(l‘jl .. .l’js)) = 0, VT, S Z l,jk 7& ’i,
r—1

(2.4) D; (zﬁij)) = H (1 — qfiqijqji) xy,¥r >0,
k=0

(2.5) Fy (Z%”) = (m)g, (1 — ¢ i) 202,

(2.6) F <z§,§j>> -0, m>1.

The proof of the first three identities is as in [AS4, Lemma 3.7]; the proof
of the last two is by induction on m.

For each pair 1 <1i,j < 0,7 # j, we define

(2.7 M;;(®B) = {(adex;)™(xj):m e Np};

(2.8) my; = min{m € N: (m+1),,(1 —qjq;q) =0} .

Then either qz?ijqijqji =1, or qZL”H = 1, if ¢}qijqj # 1 for all m =
O,l,...,mi]’.

If B = B(V), then we simply denote M;; = M, ;(B(V)). Note that
(ade ;)™ z; = 0 and (ad. ;)™ x; # 0, by Lemma 1.5, so

’Mi,j’ = mij + 1.

By Theorem 1.12, the braided graded Hopf algebra %6 has a PBW-basis
consisting of homogeneous elements (with respect to the Z’-grading). As in
[H2], we can even assume that

® The height of a PBW-generator [u] ,deg(u) = d, is finite if and only
if 2 < ord(qu,.) < oo, and in such case, by (u) = ord(qu,u)-

This is possible because if the height of [u],deg(u) = d, is finite, then 2 <
ord(guu) = m < oo, by Proposition 1.14. And if 2 < ord(gy) = m < oo,
but hyy(u) is infinite, we can add [u]™ to the PBW basis: in this case,
hI(V) (u) = Ord(‘]u,u)a and qum ym = %Ti =L

Let AT(9B) C N" be the set of degrees of the generators of the PBW-basis,
counted with their multiplicities and let also A(B) = AT(B) U (—AT(B)):
A (B) is independent of the choice of the PBW-basis with the property ®
(see [AA, Lemma 2.18] for a proof of this statement).

2.2. Auxiliary results.
Let I be Z%-homogeneous ideal in & and B = T(V)/I as in Subsection
2.1. We shall use repeatedly the following fact.

Remark 2.3. If z¥ = 0 in B with N minimal (this is called the order of
nilpotency of z;), then g; is a root of 1 of order N. Hence (ad.x;)" xz; = 0.
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The following result extends (18) in the proof of [H2, Proposition 1].

Lemma 2.4. For each i € {1,...,0}, let K; be the subalgebra generated by
U#iMm(%) and denote by n; the order of q;;. Then there are isomorphisms
of graded vector spaces

e ker(D;) =2 K, if ord gi; is the order of nilpotency of z;, or

e ker(D;) = X; @ k[x}"], if ord ¢;; < oo but x; is not nilpotent.
Moreover,

Proof. We assume for simplicity ¢ = 1 and consider the PBW basis obtained
in the Theorem 1.12. Now, z1; € S, and it is the least element of S, so
each element of B} is of the form [uq]®* ... [ug]®™ @5, with up < ... < wuy,u; €
Sr\{z1},0 < s <hr(u;),0<s < hg(z). Call "= S;\ {z1}, and

By:=B(1+1,[8],+1,< hils),
that is, the PBW set generated by [S’]. + I, whose height is the restriction
of the height of the PBW basis corresponding to S’. We have
B = kBg@k[l‘l]

By (2.3), any (adcz1)"(z;) € ker(Dq); as Dy is a skew-derivation, we have
J<1 g ker(Dl).

Now, if v € §",v =z, ...z, Jji,...,Js > 2, then [v], € K;, because it
is a homogeneous polynomial in wj,,...,;,, and each z;, € X;.

Let v € L be a word in letters xo, . . ., g, of degree v.€ N?. Then zv € L,
and

wel, = bl ~ xen V) plei = Y au(eru— x(env)).
u>v,deg(u)=v
where o, € k. fu=aj, ...z, Ji1,...,Js €{2,...,0}, we have
TIU — Gz wUTT = T1Tjy - .- Tj, — QU - - - QLG Ljy - - - Tjo L1
ade(x1)(24,)Tjy - - -5, + qujy 2, (adexr) (T),)Tjs - .. 5,
+.o Q- Qe Ty -z, (adexr ) (x,).

Then z1u — ¢g, wuz1 € Ky, so [z1v], € Ky.

Now let v ¢ L be a word in letters xg, ..., xp; consider v = ug...u, its
Lyndon decomposition, where u, < ... < wuy, u; € L, p > 2. The Shirshov
decomposition of zv is (z1ug ... up—1,up), SO

[z1v], = [z1u1 .. up_1], [up], — Q101 . up—1 utp [up],, [T1ur .. up_1],,

and by induction on p we can prove that [z1v], € Ky, because each [u,] € K1,
and we proved already the case p = 1.

We next prove, by induction on ¢, that [:Utlu]c € K1, Vt € N, where u is

a word in letters xo,...,xy: the case ¢ = 1 is the previous one. Then we

consider ¢ > 2 and [azﬁflu]c € K;. The Shirshov decomposition of zfu is

i—1 t—1

(21,287 ), so [2hu] = 2y [z} u] — gy ot (277 ] 2.
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By induction hypothesis, [xﬁ_lu] = ZaiBgi) . .B,(fi), for some «; € k,

and BI()i) € U?:le,j- using that (ad.x1) is an skew derivation,

x1B§i) e Bffi) — x(e1, (t—1)e; + u)BY) . Bg@_)xl

=(adex1)(B{YBY) ... BY)

(3

+ x(e1, deg B)BY (adewy ) (BB - BO + ..

i

(ade1)(BY)).

n;
+x(er,Y degBY)BY ... BY_|
j=1
Note that if Bz(f) € My j,, then (adcxl)(BI(f)) € My, so [zhu] € K;.
For the last case, let u € L\ {1} be a word that begins with the letter x;
(it is the least letter); there exist s > 1,¢1,...,¢ts > 1 and non empty words
ui,...,Us in letters xo, ...,z such that

U= xilul .. .fisus.
We prove that [u], € K; by induction on s, where the case s = 1 is as before.
So for s > 1, if u = vw, where (v, w) is the Shirshov decomposition of u, w

must begin with the letter x1, because s > 1 and w is the least proper end
of u. Then there exists kK € N, 1 < k < s such that

v=alluy . xtuy, w =2 gyl
By inductive hypothesis, [v]., [w]. € K1, and finally
[u], = [v], [w], — x(deg v, deg w) [w], [v], € K;.

Then we prove that L\ {z1} C X, and By is generated by L\ {z1}; that
iS, kBQ - g{l, and Dl(BQ) =0.

If uw € ker(Dy), we can write [u], = ZwEB’I ay [w],. If w does not end

C
with 21, then w € By, and D;([w],) = 0. But if w = uwxﬁw, [uw], €
Bs,0 < ty, < hy(x1), we have

Dy ([w]c) = (tw)qﬁl [uw]cxiw_lv

where (tw)ql—11 # 0 if n; does not divide t,,. Then

0=Di(lu)= D  aulte),

wEBY [tw>0

tw—1
;11 [uw]c .1'1 )

But [uw]cxﬁw_l € Bo, and By is a basis, so oy, = 0 for each w such that
n; does not divide t,,. This concludes the proof. O

2.3. Transformations of certain braided graded Hopf algebras.
Let I be Z%-homogeneous ideal in & and B = T(V)/I as in the previous
Subsections. We fizi € {1,...,0}.

Remark 2.5. ordg;; = min{k € N: FF = 0}.
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Proof. Note that, if k € N, then Fj(z¥) = (k)g,,#¥ !, and for all k € N,
Ff(zf) = (k)1

(2 7

That is, if FF = 0, then (k),-1! = 0. Hence ordg;; < min{k € N : FF =0}
Reciprocally, if g;; is a root of 1 of order k, then FF(z!) = 0 for all ¢ > k by

the previous claim, and Ff(:rﬁ) = 0 for all ¢ < k£ by degree arguments. Since
Fi(z;) =0 for j #1i, FF = 0. O
We now extend some considerations in [H2, p. 180]. We consider the
Hopf algebra
k(y, e;, e{l\eiy - qizlyei, yNi)  where N; is the order of nilpotency,
H, = of x; in B, if z; is nilpotent;
k(y, ei, e; tey — q;; yes) if z; is not nilpotent;
Ale)) =ei®e, Aly)=e@y+y®l

Notice that A is well-defined by Remark 2.3. We also consider the action
> of H; on B given by

eibb:X(uvei)ba ybb:Fl(b)v

if b is homogeneous of degree u € N?, extending the previous one defined in
(2.1). The action is well-defined by Remark 2.3 and because

(eiy) > b=¢; > (Fi(b)) = q; ' Fi(e; > b) = (q;;'ye;) > b, Vb € B.
It is easy to see that B is an H;-module algebra; hence we can form
A; = B#H,.
Also, if we denote explicitly by - the multiplication in A;, we have
(2.10) (1#y) - (b#1) = (e; > b#1) - (1#y) + Fi(b)#1, Vb e B.

As in [H2], A; is a left Yetter-Drinfeld module over kI', where the action and
the coaction are given by

9k - Ti#l = qrjri#1, §(z;#1) = g; ® x;#1,
9k - 1#y = i, 1#y, S(1#y) = g7 ' ® 14y,
gk - 1#te; = 13fe;, S(1#e;) = 1 @ 1#e;,

for each pair k,j € {1,...,0}. Also, A; is a kI'-module algebra.

We now prove a generalization of [H2, Proposition 1] in the more general
context of our braided Hopf algebras 9. Although the general strategy
of the proof is similar as in loc. cit., many points need slightly different
argumentations here.
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Theorem 2.6. Keep the notation above. Assume that M; j(B) is finite and
(2.11) IM;;(B)| =mi;j +1, je{l,...,00,j#i.
(i) Let V; be the vector subspace of A; generated by
{(adew;)™9 (z5)#1 : j # i} U{1#y}.

The subalgebra s;(B) of A; generated by V; is a graded algebra such that
5;(B)L 2 V;. There exist skew derivations Y; : s;(B) — 5;(B) such that, for
all by, by € 5i(B), and l,j € {1,...,0},j #1,

(2.12) Y; (biba) = b1Y;(b) + Y;(b) ( g b2> :
(2.13) Y; (biba) = 01Yi(ba) + Yi(b1) (g7 bl)
(2.14) Yi((adexi)™ ( J)#l) = diy, Yi(1#y) = ou-
(ii) The Hilbert series of s;(B) satisfies
(2.15) Horim) = ( I <Xsl‘a>>) an, (1)
acAT(B)\{e;}

Therefore, if s;(B) is a graded braided Hopf algebra,

AT (5i(%B)) = {5 (AT (B)) \ {—ei}} U{ei}.
(iii) If B = B(V), then the algebra s;(B) is isomorphic to the Nichols
algebra B(V;).

Proof. We prove (i). Note that V; is a Yetter-Drinfeld submodule over kI of
A;. Now, A; 2B ® H; as graded vector spaces. Let K; be the subalgebra
generated by Uj; M; ;j(®B), as in Lemma 2.4. Then s;(B) C X; ®@ k [y], since

F; is a skew-derivation and F; ( (”)> (k) g (1 — qfi_lqijqji)z,(ﬁ)l, by (2.5).
From (2.10),

(L) - (=0#1) = (201) - () + B (=0)) #1.

ij

1
Also, as m;; + 1 = |M; ;(*B)|, we have (mzj)q”(l —q qwqﬂ) # 0, so

ﬁéjv_l#l € 5;(™B), and by induction each z #1 k=0,. —1is an
element of 5i(B). Then K; @ k [y] C s;(B), and therefore
(2.16) 5i(B) =K; @kly].

Thus, s;(B) is a graded algebra in fLYD with s;(B)! = V;. We have
to find the skew derivations Y; € End(s;(B)), | = 1,...,0. Set Y; :=
g lo ad(x;#1)|s,(3).- Then, for each b € K; and each j # i

ad(z;#1)(b#1) = (adc x;)(b)#1,
ad(z;#1) ((ade ;)™ (x;)#1) = (ade ;)™ (2;)#1 = 0.
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Also,

Yi(l#y) = g ((xagt1) - (Lgty) — (g0 - (1) - (2i#1))
= g ' (m#ty+1—qu(g; ' z#ty)) =1
Thus Y; € End(s;(B)) satisfies (2.14).

Therefore, ad(z;#1)(b1b2) = ad(z;#1)(b1)ba + (g; - b1) ad(x;#1)(b2), for
each pair by, bs € s;(B), so we conclude that ad(x;#1)(s;(B)) C s;(B), and
Y; € End(s;(®B)) satisfies (2.13).

Before proving that Y; satisfies (2.12), we need to establish some prelimi-

nary facts. Let us fix j # i, and let z(”) (ad.xi)*(z;) as before. We define
inductively

[gm = Dj, 2,(;_{)1 = D; Z](CU) — qZZqZ]z,g+)1D € End(®B).

We calculate

mij
Ny = 2D (A1) =S a0 T D ()
s=0

= (D;)™4(Dj) (z(”)> = Qpp,; (mw)q e kX,

mij

where a, = (~1)*(7), ai gk,

Note that (D;)"™ D;(b) = 0,Yb € My, k # 4,4, and
(D)™ Dj(2{9)) = (D)™ (qjZ o ) =0, Vr<my,

so (D;)™ D;(K;) = 0. This implies that, for each b € X;, z,(#w)(b) € K.
Then, we define Y; € End(s;(B)) by

Y (b#y™) =g A 2D (b)#y™,  be Ki,m eN.

m”

We have Yj(1#y) = 0, and if [ # 4,7, Yj((adc2;)™i(z;)#1) = 0. By the
choice of A;j, Y;((ad. xz)m”( j)#1) = 1.

Now, using that Di(g1 - b) = qrigr - (Dg(b)), for each b € B, and k,l €
{1,...,0}, we prove inductively that for by, by € K;,

507 (b1ba) = iz (ba) + 207 (b1) (gl g; - ba).
Then,
Vi (bi#1 - bo#tl) = Y (babo#tl) = A 2y, (Drbo)#1
= bo#tl - Yy(ba#1) + Vi (#1) - (g7 g - (ba#1)).

By induction on the degree we prove that F; commute with D;, D;, so

HE(F0) = Fi (35)(1), vbe®.
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Consider b € X; C ker(D;),
Yy (b#1-14y) = Y5 (b#y) = ¢ 7 450250 (D) #y

= byl Y (L) + Y5 (0#1) - (g7 V95 - (138y))
where we use that Y;(1#y) = 0. Then as

bi#l - botyt = bi#1 - bo#tl - (1#4y)",

(2.12) is valid for products of this form. To prove it in the general case, note
that

(bi#y") - (ba#ty®) = (i#1) - (1#y)" - (ba#y”)
At this point, we have to prove (2.12) for b € K; ker(D;), s € N:
Vi (Igty - b#y®) = Y (Fi(D)#y” + (i > bty) - 13ty)
= gy g 2 (Fi(b)) #y°
+qmu(5+1) s+1)\— (u) (e >b) Y+

7

- K (qZL”(SH) OGS ®))

+q;; " gji (ew (qu “gid; 25 (b )) #y° )
= (14ty) - Y; (b#y°)
= 1#y-Y; (0#y°) +Y; (14y) - (9 7 g5 - b#y°)

where we use that z(”)(eZ >b) = q,; " qjie; > (2,(,3{])(17))

To prove (ii), note that the algebra H; is Z%-graded, with
degy = ez,degejEl =0.

Hence, the algebra A; is Z%-graded, because B and H; are graded, and (2.10)
holds.
Hence, consider the abstract basis {uj}je (1,0} of V;, with the grading

degu; = ej, B(V;) is Z%-graded. Consider also the algebra homomorphism
Q:T(Vi) — s(B) given by
Q(u]) = { (adcxi)mij(xj) jzél
Yy j=1.
By the first part of the Theorem, 2 is an epimorphism, so it induces an

isomorphism between s;(B) := T'(V;)/ ker Q and s;(9B), that we also denote
2. Note:

o deg Q(u;) = deg ((adcxz;)™ (z5)) = ej +mije; = si(degu;), if j # 4;
o deg Q(u;) = deg (y) = —e; = s;(deguy).
As Q is an algebra homomorphism, deg(Q(u)) = s;(deg(u)), for all u €
si(B). As s7 =id, s;(deg(Q(u))) = deg(u), for all u € 5;(B)’, and H, () =

$i(9s:())-
From this point, the proof goes exactly as in [AA, Theorem 3.2].
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The statement in (iii) is exactly [H2, Prop. 1]. O

By Theorem 2.6, the initial braided vector space with matrix (qx;)1<k j<o
is transformed into another braided vector space of diagonal type V;, with
matrix (Gx;)1<k,j<6, Where G, = q;?“miquzijqﬁ““qjk, Jked{l,...,0}.

If j # i, then Mm;; = min {m € N: (m + 1)g,, (agﬁiﬁji =0)} =my;.

For later use the previous Theorem in Section 5, we recall a result from
[AHS], adapted to diagonal braided vector spaces.

Lemma 2.7. Let V a diagonal braided vector space, and I an ideal of T'(V).
CallB :=T(V)/I, and assume that there exist (id, o;)-derivations D; : B —
B with Di(xj) = 6;j for all j. Then, I CI(V).

That is, the canonical surjective algebra morphisms from 7'(V') onto B,
B(V) induce a surjective algebra morphism % — B(V).

Proof. See [AHS, Lemma 2.8(ii)] O

3. STANDARD BRAIDINGS

In [H3|, Heckenberger classifies diagonal braidings whose set of PBW
generators is finite. Standard braidings form an special subclass, which
includes properly braidings of Cartan type.

we first recall the definition of standard braiding from [AA], and the no-
tion of Weyl groupoid, introduced in [H2]. Then we present the classification
of standard braidings, and compare them with [H3].

As in Heckenberger’s works, we use the notion of generalized Dynkin di-
agram associated to a braided vector space of diagonal type, with matrix
(¢ij)1<ij<o: this is a graph with 6 vertices, each of them labeled with the
corresponding ¢;;, and an edge between two vertices 4, j labeled with ¢;;q;;
if this scalar is different from 1. So two braided vector spaces of diago-
nal type have the same generalized Dynkin diagram if and only if they are
twist equivalent. We shall assume that the generalized Dynkin diagram is
connected, by [AS2, Lemma 4.2].

Summarizing, the main result of this Section says:

Theorem 3.1. Any standard braiding is twist equivalent with some of the
following

a braiding of Cartan type,

e q braiding of type Ay listed in Proposition 3.9,
e a braiding of type By listed in Proposition 3.10,
e q braiding of type Go listed in Proposition 3.11.

The generalized Dynkin diagrams appearing in Propositions 3.9 and 3.10
correspond to the rows 1,2,3,4,5,6 in [H3, Table C]. Also, the generalized
Dynkin diagrams in Proposition 3.11 are (T8) in [H1, Section 3]. However,
our classification does not rely on [H3].
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3.1. Definitions of Weyl groupoid and standard braidings.

Let E = (e1,...,ep) be the canonical basis of Z?. Consider an arbitrary
matrix (g;;)1<ij<o € (k)% and fix once and for all the bilinear form
x : Z% x 79 — k* determined by
(3.1) x(ei,e;) = qij, 1<i,j<0.

If F = (fy,...,fy) is another ordered basis of Z¢, then we set gij = x(fi,f;),

1<i,5 <0. We call (g;;) the braiding matriz with respect to the basis F.
Fixie{1,...,0}. If 1 <i,j <0, then we consider the set

Mij = {m € No : (m + 1), (i’ @i 3i — 1) = 0}

If this set is nonempty, then its minimal element is denoted m;; (which
of course depends on the basis F'). Define also m;; = 2. Let s, p € GL(Z%)
be the pseudo-reflection given by s; p(f;) :=f; + my;f;, je{1,...,60}.

Let G be a group acting on a set X. We define the transformation groupoid

as & = G x X, with the structure of groupoid given by the operation
(g,2)(h,y) = (gh,y) if = h(y), but undefined otherwise.

Definition 3.2. Consider ¥ the set of all ordered bases of Z?, and the
canonical action of GL(Z%) over X. The smallest subgroupoid of the trans-
formation groupoid GL(Z%) x X that satisfies the following properties:

e (id,E) € W(x).

o if (id, F) € W(x) and s; p is defined, then (s; p, F') € W(x),
is called the Weyl groupoid W (x) of the bilinear form x.

Let P(x) = {F : (id, F) € W(x)} be the set of points of the groupoid
W(x). The set

(3.2) Ax) = |J F
FeB(x)
is called the generalized root system associated to x.

We record for later use the following evident facts.
Remark 3.3. Let ¢ € {1,...,60} such that s; g is defined. Let F' = s; g(E)
and (g;;) the braiding matrix with respect to the basis F'. Assume that
e ¢;; = —1 (and then, m;; = 0 if girqr; = 1 or my, = 1, for each k # 1);
e there exists j # i such that g¢;;¢;iq;; = 1 (that is, m;; = mj; = 1).
Then, g;; = —1.

Proof. Simply, Gj; = 44451455 = i = —1. O

Remark 3.4. If the m;; satisfies g;, “gijq;; = 1 for all j # i, then the
braiding of V; is twist equivalent with the corresponding to V.

Let a: W(x) — GL(0,2), a(s,F) = s if (s,F) € W(x), and denote by
Wo(x) the subgroup generated by the image of a.
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Definition 3.5. [AA] We say that x is standard if for any F' € B(x), the
integers m,.; are defined, for all 1 < r,j < 0, and the integers m,; for the
bases s; p(F") coincide with those for F for all ¢, 7, j. Clearly it is enough to
assume this for the canonical basis E.

We assume now that x is standard. We set C := (a;;) € Z%%%, where
a;j = —m;j: it is a generalized Cartan matrix.

Proposition 3.6. [AA] Wy(x) = (sip : 1 < i < 0). Furthermore Wy(x)
acts freely and transitively on PB(x). O

Hence, Wy(x) is a Coxeter group, and Wy(x) and P(x) have the same
cardinal.

Lemma 3.7. [AA] The following are equivalent:
(1) The groupoid W(x) is finite.
(2) The set B(x) is finite.
(3) The generalized root system A(x) is finite.
(4) The group Wy(x) is finite.
If C is symmetrizable, (1)-(4) are equivalent to
(5) The Cartan matriz C is of finite type. O

We shall prove in Theorem 4.1, that if A(y) is finite, then the matrix C
is symmetrizable, hence of finite type. Then, B(V) is of finite dimension if
and only if the Cartan matrix C' is of finite type.

3.2. Classification of standard braidings. We now classify standard
braidings such that the Cartan matrix is of finite type. We begin by types
Cy,Dg,E; (1 =6,7,8) and Fy: these standard braidings are necessarily of
Cartan type.

Proposition 3.8. Let V' be a braided vector space of standard type, 0 =
dimV, and C = (aij)ijeq1,.. 9y the corresponding Cartan matriz, of type
Cyg,Dg,E; (1=6,7,8) or Fy. ThenV is of Cartan type (associated to the
corresponding matriz of finite type).

Proof. Let V' be standard of type Cy, 6 > 3.

(33) o od .. 2l
Note that, if we suppose gs—1,9—1 = —1, as mp_1,9 = 2 and qg’_l o_1 7 1,
we have

1= ng,ofl%—l,e%,e—l = 0-1,090,6—15
s0 mgg—1 = mg—1, = 0, but this is a contradiction. Then gg_1 91 # —1,
and my_19-2 =1, 50 g9—1,6—199—1,0-290—2,0—1 = 1. Using Remark 3.3 when
i=0—-2,j=0-—1,as gg_1,9—1 # —1 when we transform by sg_» (since the
new braided vector space is also standard), we have gg_29_2 # —1, s0

46—2,0-290—2,0—-196—1,0-2 = q9—2,0—246—2,0-390—3,0—2 = 1,
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and gg—19-1 = gp—2,0—2. Inductively,

Tk k—1k—1,k = QkkQhk+19k+1,6 = q11q12¢21 = 1, k=2,..,0 —1

and q11 = g22 = ... = gg—1,9-1. So we look at ggp: as mgg_1 = 1, we have
qo0 = —1 or qeeqp.9—1q9—1,0 = 1. If ggg = —1, transforming by sy, we have
~ S ~ _ 2
q99-1,6-1 = —q » 4-1,0490.0-1 — q
and as my_1,9—2 = 1, we have ¢> = —1. Then

@00%0.0-100-10 = 1, Qoo = ¢°,
and the braiding is of Cartan type in both cases.

Let V' be standard of type Dy, 0 > 4.

We prove the statement by induction on 8. Let V be of standard Dy type,
and suppose that goo = —1. Let (g;;) the braiding matrix with respect to
F = sy p(E). We calculate for each pair j # k € {1, 3,4}:

Tikar; = ((—1)q2xqj2q5%) ((—1)q25qk20k5) = (q2rqr2) (425952)

where we use that g;rqr; = 1. As also gjrqr; = 1, we have qurqro =
(2j052) ", j # k, 50 qorqre = —1, k = 1,3,4, since qapgr2 # 1. In this
case, the braiding is of Cartan type, with ¢ = —1. Suppose then goo # —1.
From the fact that mg; = 1, we have

Q22925952 = 1, j=1,3,4.
For each j, applying Remark 3.3, as Gy # —1, we have ¢;; # —1, so
4ji92;q52 = 1, 7 =1,3,4, and the braiding is of Cartan type.

2 3 0—2

o2 ... [e)

(3.4) ol

©0-1

We now suppose the statement valid for 6. Let V be a standard braided
vector space of type Dgy1. The subspace generated by xa,...,2p41 is a
standard braided vector space associated to the matrix (gsj)i j=2,.. 641, of
type Dy, so it is of Cartan type. To finish, apply Remark 3.3 when i =
1,7 = 2, so we obtain that V is of Cartan type with ¢ = —1, or if goo # —1,
we have ¢q11 # —1, and ¢11¢12¢21 = 1, and in this case it is of Cartan type
too (because also q1xqr1 = 1 when k > 2).

Let V' be standard of type Eg. Note that 1,2,3,4,5 determine a braided
vector subspace, which is standard of type Ds, so it is of Cartan type. Then
to prove that gssqes956 = 1, we use Remark 3.3 as above.
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04

If V' is standard of type FE7 or Eg, we proceed similarly by reduction to
Eg, respectively E7.

(3.6) ol o2 03 ol o6 o7
o5

(3.7)  of 02 o3 ot o® o7 o8
06

Let V' be standard of type Fy. The vertices 2,3,4 determine a braided
subspace, which is standard of type Cs, so the g;; satisfy the corresponding
relations. Let (g;;) the braiding matrix with respect to F' = sy g(EF). As

¢13g31 = 1 and ¢22¢23g32 = 1, we have ¢22q12¢21 = 1.

o4

(38) o1 02 S 03

Now, if we suppose q11 = —1, applying Remark 3.3 we have g2o = —1 =
¢21q12, and then it is corresponding vector space of Cartan F} type associated
to g € Gy. If q11 # —1, then ¢11g12g21 = 1, and also it is of Cartan type.

O

To finish the classification of standard braidings, we describe the stan-
dard braidings that are not of Cartan type. They are associated to Cartan
matrices of type Ay, By or Ga.

We use the same notation as in [H3|; C(6,q;1,...,1;) corresponds to the
generalized Dynkin diagram

2

o 3 .. 0—1

(3.9) ol

where
® ¢ =qp-1090,0-1q5, holds, 1 < iy < ... <i; <6
e equation ¢;—1,¢ii—1 = ¢, where 1 < i < 6, is valid if and only if
i € {i1,i2,...,1;}, s0o each g;,;, = —1, t=1,...,7;
® (i :qil if’i#il,..‘,i]’.
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Then, the labels of vertices between i; and i;y1 are all equal, and they
are labeled with the inverse of the scalar associated to the vertices between
i¢+1 and i440; the same is valid for the scalars that appear in the edges.

Proposition 3.9. Let V be a braided vector space of diagonal type. Then
V is standard of Ag type if and only if its generalized Dynkin diagram is of
the form:

(310) C(Q,q;il,...,ij).

Note that the previous braiding is of Cartan type if and only if j = 0, or
j =n with ¢ = —1.

Proof. Let V be a braided vector space of standard Ag type. For each vertex
1 <i < 60 we have q;; = —1 or ¢;i¢ii—1¢i-1,; = Gii%ii+1¢i+1,; = 1, and the
corresponding formulas for ¢ = 1,60. So suppose that 1 <+ < 6 and ¢;; = —1.
We transform by s; and obtain

Gi-1,i41 = —Qiit1Gi—1,iGi—1,i4+1>  Git1,i—1 = —Gi,i—1Gi+1,ii+1,i—1

and using that m;—1,41 = Mi—1,7+1 = 0, we have gi—1i+1¢i+1,;—1 = 1 and
PR — . o — (s A |
qi—1,i+19i+1,i—1 = 17 so we deduce that Qii+19i+15 = (%,z—l%—l,z) . Then
the corresponding matrix (g;;) is of the form (3.10).

Now, consider V' of the form 3.10. Assume g;; = ¢*!; if we transform by
s;, then the braided vector space V; is twist equivalent with V' by Remark
3.4. Thus, m;; = Mjj.

Assume ¢;; = —1. We transform by s; and calculate
~ 2 g
g = (=179 (qi45:)™" q55
jj» lj—il > 1;

= (_1)q:qu:i:1 = _17 j =i+ 17 qj; = qil;
(D¢ (-1) =g¢*', j=i+1, g =—1.
Also, Gij@ji = 4;;'q;; if |7 — i > 1, and
T Tk = (Girri)" (45 5:)" " arjain = kjdjk |‘7 B z\ or |k — Z{ > 1,
1 =1—1,k=1+1.

Then V; has a braiding of the above form too, and (—m;;) corresponds to
the finite Cartan matrix of type Ay, so it is a standard braiding of type Ay.
Thus this is the complete family of standard braidings of type Ag. O

Proposition 3.10. Let V a diagonal braided vector space. Then V is stan-
dard of type By if and only if its generalized Dynkin diagram is of one of the
following forms:

(a) éig; (€Gs, qeGy,N>4 (0=2);

- - g2 4
L e Y P E LSt
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¢ ¢
- N ¢
© @(9 1,—¢" Vg, i) . (eGy 0<j<d-—1.

Note that the previous braiding is of Cartan type if and only if it is as in
(b) and j = 0.
Proof. First we analyze the case § = 2. Let V' a standard braided vector
space of type By. There are several possibilities:
® ¢?,q12g21 = G22Gg21q12 = 1: this braiding is of Cartan type, with
q = q11- Note that ¢ # —1. This braiding has the form (b) with
#=24=0.
b Q%1Q1QQZ1 =1, go2 = —1. We transform by sg, then
Q= —aqi1s Q1202 = G 4oy -
Thus G?¢12G21 = 1. It has the form (b) with j = 1.
° q%l =1, ¢@ooqo1qi2 = 1. We transform by s1,

G2 = 12921, Q1221 = G112 91 -
So ¢22g21q12 = 1, which is the case (a).
e ¢}, =1, ¢ = —1: we transform by sy,

~ 2 2 ~ o~ 2 1 -1
422 = —q12921911, 412921 = 411912 9971 -
If we transform by s,
Q= —q2g1q11, Q12821 = 412 051 -
So q12go1 = £q11, and we discard the case ¢qi2go1 = ¢11 because it

was considered before. Then it has the form in case (c) with j =0,
and is standard.

Conversely, all braidings (a), (b) and (c) are standard of type Bs.

Let now V of type By, with 8 > 3. Note that the first & — 1 vertices
determine a braiding of standard Ag_; type, and the last two determine a
braiding of standard Bs type; so we have to 'glue’ the possible such braidings.
The possible cases are the two presented in the Proposition, and

CO-2,qi1,. .. i)—2

But if we transform by sy, we obtain

~ -1 o~ ~ -1
G-1,60-1=Cq 5, Qo-10-2Q9—20-1=9q

so 1 = gp_1,9-1G0—-1,0-2d9—2,0—1 and we obtain ¢ = £(, or gg_19-1 = —1.
Then, g = —( or ¢ = —1, so it is of some of the above forms.

To prove that (b), (c) are standard braidings, we use the following fact:
if mi; = 0 (that is, ¢;;¢5; = 1) and we transform by s;, then

Gjj = Qg ke = Qkar; (k #19).
In this case, if [i — j| > 1, then m;; = 0; if j = i & 1 we use the fact that
the subdiagram determined by these two vertices is standard of type Bs or
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type As. So this is the complete family of all twist equivalence classes of
standard braidings of type Bjy. O

Proposition 3.11. Let V a braided vector space of diagonal type. Then V
is standard of type Go if and only if its generalized Dynkin diagram is one
of the following:
a 43 ¢ )
(@) o 7" o ordg>4;
(b) There exists ¢ € Gg such that

(1) C ¢ or

o—-0

2
(ii) < ¢ oy
(i) ¢ ¢ !

Note that the previous braiding is of Cartan type iff it is as in (a).

Proof. Let V be a standard braiding of GGo type. There are four possible
cases:
e ¢} q12¢21 = 1, @oago1qi2 = 1: this braiding is of Cartan type, as
in (a), with ¢ = ¢11. Note that if ¢ is a root of 1, then ord ¢ > 4
because mis = 3.
o ¢} q12q21 =1, o2 = —1: we transform by s,

Q1 =—aqi7 @121 = qig dor
If1 = a?l(}igqNQl = *qﬁg, then qd12421 = *1, and the braiding is of
Cartan type with ¢11 € Gg. If not, 1 = ¢}, = q1_18 and ordgi; = 4, so

ordg;; = 8. Then we can express the braiding in the form (b)-(iii).
e ¢fi =1, @uguq2 =1: we transform by sq,

(2 = Q1B Q2021 = —G13 431 -
If 1 = g22¢21q12 = —q11912921, We have q%lQlQQQl = 1 because C]%1 =
—1, and this is a braiding of Cartan type. So we consider now the
case —1 = Gag = q114%5q3,, SO we obtain ¢3, = qil and go2 € Gs.
Then we obtain a braiding of the form (b)-(i).
e g}y =1, o2 = —1: we transform by sy,

Qi1 = —q2021011, Q12021 = i3 431 -
If g11 € Gy, then (q12q21)4 = 1. q12qo1 # 1 and q12q21 # qfll because
mio = 3. S0, qi2g21 = —1 or qi12g21 = q11 = ql_lg, but these cases
already were considered. So we analyze the case
1 =G} Q12421 = Q1141291
so we can express it in the form (b)-(ii) for some ¢ € Gs.

A simple calculation proves that this braidings are of standard type, so they
are all the standard braidings of G4 type. U
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4. NICHOLS ALGEBRAS OF STANDARD BRAIDED VECTOR SPACES

In this section we study Nichols algebras associated to standard braid-
ings. We assume that the Dynkin diagram is connected, as in Section 3. In
subsection 4.1 we prove that the set AT(B(V)) is in bijection with Af, the
set of positive roots associated with the finite Cartan matrix C.

We describe an explicit set of generators in subsection 4.2, following [LR].
We adapt their proof since they work on enveloping algebras of simple Lie
algebras. In subsection 4.3, we calculate the dimension of Nichols algebra
associated to a standard braided vector space, type by type.

4.1. PBW bases of Nichols algebras. The next result is the analogous
to [H2, Theorem 1] but for braidings of standard type.

Theorem 4.1. Let V be a braided vector space of standard type with Cartan
matriz C'. Then the following are equivalent:

(1) The set A(B(V)) is finite.

(2) The Cartan matriz C is of finite type.

Proof. (1) = (2) If A (B (V)) is finite, then A(x) € A(B(V)) is also finite.
» If C' is symmetrizable, (2) holds by Lemma 3.7.

» Let C' be non symmetrizable. We prove that either the corresponding
set A(x) is not finite, or else there does not exist any standard braided
vector space associated with this matrix C. The proof follows the same
steps as in [H2] for the corresponding result about braided vector spaces of
Cartan type. The unique step where he uses the Cartan type condition is
the following, that we adapt to the standard type case. We restrict the proof
to the case where the generalized Cartan matrix is not symmetrizable, and
the corresponding Dynkin diagram is not simply laced cycle, such that after
removing an arbitrary vertex the resulting diagram is of finite type. At this
stage, as in loc. cit., we reduce to the following cases:

e For 0 = 5, there is only one multiple edge, because there are no two
multiple edges at distance one (we remove a vertex which is not an
extreme of these multiple edges and obtain a diagram of non finite
type). Then we have an unique double edge,

2 -2 0 0 0
~1 2 -1 0 0
Co=| 0 -1 2 -1 0

Note that, if we suppose q11 = —1, from mis = 2 and ¢3; # 1, we
have 1 = q%lqmqm = 1221, and then mqs = mg; = 0, which is not
possible. Then ¢11 # —1, and from mi5 = 1, we have ¢11¢15¢51 = 1.
Following Remark 3.3 for ¢ = 5,5 = 1, we have ¢s5 # —1, because in
other case, g1 = —1 when we transform by s5, which is not possible
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(the new braiding is also standard). Then ¢55¢51¢15 = 55954945 = 1,
and q11 = ¢55. Now, also from Remark 3.3 but for ¢ = 4,5 = 5, as
gs5 # —1, it follows that quq # —1, and then

Q44945954 = q44q43q34 = 1,  qua = g55.

Following,

433934943 = (33432923 = 22423932 = q22q21q12 = 1,

and g2 = q33 = qu = ¢s55 = qu1. But then ¢i1q12¢21 = 1, and
mio = 1, a contradiction. Then there are no standard braidings
with Cartan matrix Cj.

e For § = 4, we consider the matrix
2 -2 0 -b

-1 2 — 0
¢= 0 —f 2 —d |’
—-e 0 —g 2

where be, cf,dg = 1,2, because there are no triple edges. The proof
is the same as in [H2], and we obtain that A(y) is infinite in this
case.

e For 6 = 3, we consider the matrices t; corresponding to s;, 1 = 1,2, 3:

-1 —ali2 —ais 1 0 0

1 = 0 1 0 , to=| —ar -1 —az |,
0 0 1 0 0 1
1 0 0

t3 = 0 1 0

—az; —azz —1
The proof is as in [H2], and A(x) is infinite in this case too.

(2) = (1) Let V be a standard braided vector space with Cartan matrix
of finite type. Then the matrix C' is symmetrizable. We fix 7 = {a1,..., g}
a set of simple roots corresponding to the root system Ac of C. We define
the Z-linear map

é:Zr — 77, o) = e;.

Consider the action of s; over A¢ as the reflection corresponding to the
simple root «;; then ¢ is a W-module morphism. Each 8 € A is of the
form 8 = w(a;), and w = s;, - - - 54, for some i1,...,1, € {1,...,0}. Then

P(B) = ¢ (siy -~ siy (i) = iy -~ 50, Pei) = sy -+ - sy (),
thus G(Ac) C A (B(V)).

Suppose that A (B(V)) 2 ¢(A¢). In this case, we give a different proof to
the one in [H2], based in the fact that C' is positive definite. Let a be a root
of minimum height in the non empty set A (B(V))—¢(A¢). First, a # may,
for all m € N, and i = 1,...,6, because ma; € A (B(V)) & m = +1, but
+a; € ¢(A¢). Therefore, for each s;, as « is not a multiple of «;, we
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have s;(a) € A(B(V)) — ¢(A¢), and then gr(s;(«)) — gr(a) > 0. As o =
Zle b;cy;, we have Zle bja;; <0, and as b; > 0, we have Zf,j:l bia;jb; < 0.
This contradicts the fact that (a;;) is definite positive, and (b;) > 0, (b;) # 0.
Then ¢(Ac) = A (B(V)). O

Corollary 4.2. Let V' be a braided vector space of standard type, § = dimV,
and C = (aij); jeqi,..0) the corresponding generalized Cartan matriz of finite
type. Then
(a) ¢(Ac) = A(B(V)), where as before ¢ : Zm — 77 is the Z-linear
map determined by ¢(a;) = e;.
(b) The multiplicity of each root in A is one.

Proof. (a) follows from the proof of (2) = (1) of the preceding Theorem.
Using this condition, as each root is of the form f = w(«a;),w € W,i €
{1,...,0}, doing a certain sequence of transformations s;’s, this is the degree
corresponding to a generator of the corresponding Nichols algebra, so the
multiplicity (invariant by these transformations) is 1. O

4.2. Explicit generators for a PBW basis.

From Corollary 4.2, we restrict our attention to find one Lyndon word
for each positive root of the root system associated with the corresponding
finite Cartan matrix.

Proposition 4.3. [LR, Proposition 2.9] Let [ be an element of S;. Then I
is of the form I =11 ...lxa, where

e [, €5, foreachi=1,... k;

e [; is a beginning of l;_1, for each i > 1;

e a is a letter.

Also, if | = uv is the Shirshov decomposition, then u,v € St. O

In what follows, we describe a set of Lyndon words for each Cartan matrix
of finite type C.

Consider o = 22:1 ajaj € AT, let I, € S; be such that degl, = a.
Let lo =g, ...lg,xs be a decomposition as above, where s € {1,...,60} and
deglp, = (. Note that, as each lg; is a beginning of Iz, ,, all the words
begin with the same letter 2/, and as [ is a Lyndon word, ' < z,. Therefore,
2’ is the least letter of [, so

0
¥ =x;, i=min{j:a; #0} = a:Zajaj.
j=i

Then k < a; < 3 — for the order given in (3.9), (3.4), (3.5), (3.6), (3.7), (3.8)
(a; = 3 appears only when C' is of type Ga2).
Now, each I3, € S, so (3 € AT: ie., it corresponds with a term of

the PBW basis. Also Z§:1 Bj +as = a If k=2 wehave §; — (2 =
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Z?:1 bjaij, bj >0, because 3 is a beginning of 8; (the analogous claim is
valid when the matrix is of type G2, and k = 3). With these rules we define
inductively Lyndon words for a PBW basis corresponding with a standard
braiding for a fixed order on the letters as in [LR], but taking care that
in their work they use the Serre relations. Now we have Serre quantum
relations and some quantum binomial coefficients maybe are zero.

Type Ap: In this case, the roots are of the form

J
u; ::Zak, 1<i<j5<0.
k=i

By induction on s = j — i, we have
l“i,j = TiTiy1.--Ty.

This is because when s = 0 we have ¢ = j, and the unique possibility is
lu;; = z;- Then if we remove the last letter (when j —i > 0), we must
obtain a Lyndon word, so the last letter must be ;.

Type By: For convenience, we use the following enumeration of vertices:

3... 0—1

(41) o1 <= 02 le)

(@]

The roots are of the form u; ;j := Y7 _. ay, or

i J
Vi = 220% + Z .
k=1

k=i+1

In the first case, as above we have luw, = x;Tiy1...xj. In the second case,
note that if j = ¢ + 1, we must have x;;,1 as the last letter to obtain a
decomposition in two words x1 - --x;; if j > ¢ + 1, then the last letter must
be x;, so we obtain that

lVi,j = T1T2...TX1L2 ... Tyj.

Type Cp: The roots are of the form u; ; := i:i Qy, or
j—1 0—1

Wi = Zak +22ak+a97 1< j <.
k=i k=j

As before, lui’j = x;%Tiy1-..xj. Now, if ¢ < j, the least letter x; has degree
1, so if we remove the last letter, we obtain a Lyndon word; i. e., w; ; —
is a root, and then z, = x;, so

lWi,j = TiTiy1 .- -TH—-1THTH—1 - - - T

When i = j, a; = 2, so there are one or two Lyndon words (3; as before.
As w — x5 is not a root, for s = 7+ 1,...,0, and 7 < s, there are two
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Lyndon words 81 > (2, and (1 4+ (2 = 2 ZZ;} ag. The unique possibility is
51 = 52 = TiLj41---THP-15 1. €.,

lWi,i = TiTi41 .- - LH—-1L;Tj41 - - - TH—-1T9-

Type Dp: the roots are of the form u; ; := Zi:l ap, 1<i1<j5<80,or

7j—1 0—2
Zij; = Zak +220¢k+049,1 +ay, 1<j<0-—2,
k—i —j
60—2
zZ; = Zak—i—ae, 1<i<6-2.
k=i

As above, ly, ; = @®it1... x5 if j <n —1. When the roots are of type z;,
as z; — xs must be a root (if x5 is the last letter), we have s = 4, and then
lz;, = Tixiq1 ... Tg—279 is the unique possibility.

Now, when o = u;, the last letter is xg_1 or xg: if it is xy, we have
lu; g = ®iTit1 ... T-179. As mg_19 =0, we have zg_129 = qo—1,0T9T9—1, SO

TiTig] .- TH_1TH = TiTig] - - - TH—2TYTY—1 mod I,

and then x;z;+1...x9_129 ¢ Sr. So, luw =T;...T9_2X9Le_1-

In the last case, note that if j = n — 2, the unique possibility is 3; as
before, because the least letter x; has degree 1 and as a — a5 is a root,
Ts = Tg—o. Then lziﬁ_2 =1x;...Tp_oTeTg_1Tg_2, and inductively,

lzi,j =Tj...TH-2T9LH—-1LH—2 - - - Tj.

Type Eg: Note that if o = 2?21 aja; and ag = 0, then it corresponds
with the Dynkin subdiagram of type Ds determined by 1,2,3,4,5, and we
obtain [, as above. If a; = 0 it corresponds with the Dynkin subdiagram
of type Dy determined by 2,3,4,5,6 — the numeration is different of the
one given in 3.4. Anyway, the roots are defined in a similar way, and we
obtain the same list as in [LR, Fig.1]. If a4 = 0, then « corresponds with
the Dynkin subdiagram of type As determined by 1,2, 3,5, 6.
So we restrict our attention to the case a; # 0, i =1,2,3,4,5,6. We
consider each case:
cea=ajt+ast+azt+as+as+ag asa =1, a—a; = 1 is a
root, where o, is the last letter. Then s =2 or s = 6. In the second
case, lg, = r122237475, but using that x9x3 = go3x3x2, we have that
T1Tox3x4rs ¢ S1. So s =2, and l, = T12324T5T6X2.
e o = a1+ ay+ ag + 2a4 + as + ag: from a; = 1, we note that
a — ag = (1 is aroot. Then s =4, and I, = T1T3T4T5T6T2T4.
e a=aqa;+ay+2a3+ 204 +a5+ag: froma; =1, a—ag= [ is a
root. So s = 3, and [, = X1T3T4T5TeX2T4X3.
e =01+ as+az+ 204 + 205 +ag: froma; =1, a —ay = (1 is a
root. The unique possibility is s = 5, and [, = 1T3T4T5T6T2T4T5.
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o a=aj+tas+2a3+2a4+2a5+ag: as abovea; = 1, and a—as = (1
is a root. So s = 3, and |, = T1X3T4T5T6T2L4T5T3.

e a=a1+ as+2a3+ 3ag + 2a5 + ag: froma; =1, a —ag = (1 is a
root. Then s =4 and l, = 2123T4X5T6X2T4X5L3T4.

e o=y + 209 + 2a3 + 3y + 2a5 + ag: froma; =1, a — ay = (1 is
aroot. So s =2, and [, = T1T304T5T6L2L4T5T3T4.

Type Er: If a = 237':1 ajo; and ay = 0, the root corresponds to the
subdiagram of type Dg determined by 1,2,3,4,5,6, and we obtain [, as
above. If a; = 0, it corresponds to the subdiagram of type Eg determined
by 2,3,4,5,6,7. If a5 = 0, then « corresponds to the subdiagram of type
Ag determined by 1,2,3,4,6,7.

As above, consider each case where a; #0, i=1,2,3,4,5,6,7:

cea=at+ast+az+as+as+asg+tar: asa; =1, a—as = 0
is a root, if ay is the last letter. Then s = 2 0 s = 7. In the
second case, lg, = 1172237475%6, but from xox3 = ga3w372, We have
T1Tox3x4T5x6x7 ¢ Sr. So s =2, and 1, = X1T3T4T5T6T7X2.

e = qa +a2+ az + 2a4 + a5 + ag + a7: now, s = 4,7. We
discard the case s = 7 using that my7; = 0, and then s = 4:
log = T1X3X4T5T6X7L2T 4.

e a=a]+ az+ 2a3 + 204 + a5 + ag + ar7: as above, s = 3,7, but we
discard s = 7 using that ms7y = 0, so lo, = T1T3T4T506T7T2T4T3.

e o= a1+ a4+ asz + 2a4 + 2a5 + ag + ay: now, s = 5,7, and discard
the case s = 7 because msy = 0, and [, = X1 T304T5L6T7L2X4T5.

o o=+ ag+ 2a3+ 204 4+ 205 + ag + ar: s = 3,7, and as above we
discard the case s =7, 80 [, = X1T3X4T5L6L7L2X4T5LS.

e = a1 +ay+ 2a3 + 3ag + 205 + ag + a7: s = 4, and [, =
L1XZLATELXLELTLXQLXALELIL,.

e o = a1 + 200 + 203 + 3ay4 + 205 + ag + a7 s = 2, as above, and
la = L1X3T4TX5XL6LT7XQ2LXALEXITATY.

e a0 = a1 + as + ag + 2a4 + 2a5 + 204 + «a7:as above, the unique
possibility is s = 6, S0 I = X1X3T4T5T6X7T2T4T5T6-

e a0 = a1 + as + 203 + 2a4 + 205 + 206 + a7: s = 3, and [, =
L1XZLLATELXELTLQXALELGLS.

e a0 = a1 + as + 203 + 3ag + 205 + 206 + a7: s = 4, and [, =
T1X3LLATELXELTLQXALELGLIT 4

e o = a1 + 209 + 2a3 + 34 + 205 + 206 + a7: s = 2, and [, =
T1X3LLATELXGLTLQXALELGLILLT.

e a0 = a1 + as + 203 + 3ag + 3as + 206 + a7: s = 5, and [, =
L1X3XAXEX X 7XQXAXEXELXILATE .

e o= a1 + 209 + 2a3 + 3ay + 3as + 2a6 + a7 as above, s = 2, and
la = T1X3X4T5TX6XL7X2XAXEXEXILATETD.

e 0 = a1 + 209 + 2a3 + 4oy + 3as5 + 206 + a7: s = 4, and [, =
T1X3T4L5TELTL2TATETELITLLEL2TA.
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a = a1 + 2ao + 3ag + 4dayg + 3as + 206 + a7: s = 3, and [, =
T1X3LLATELXELTLXQXALELXLGLILALEL2XALS.

a = 2aq + 2a9 + 3as + 4oy + 3as + 20 + a7: now, there are one or
two words 3j. As o — o € At iff s =1 and z; is not the last letter
(because it is the least letter), there are two words ;. So looking at
the roots we obtain s = 7, and

la = (x1x3x4x5x6x2x4x5m3x4w2) (x1x3$4x5x6)x7

Type Eg: Consider o = E?:l ajoj; if ag = 0, the root corresponds to the
subdiagram of type D7 determined by 1,2, 3,4, 5,6, 7, and we obtain [, as in
that case. If a; = 0, it corresponds to the subdiagram of type E7 determined

by 2,3,

4,5,6,7,8. If ag = 0, then « corresponds to a subdiagram of type

A7 determined by 1,2,3,4,5,7,8.
So, we consider the case a; #0, i=1,2,3,4,5,6,7,8, and solve it case
by case in a similar way as for Er, by induction on the height.

Type Fy: Now, a = Z?Zl ajoj. If ay = 0, then it corresponds to the
subdiagram of type B3 determined by 1,2,3, so we obtain [, as before. If

CL1=0,

« corresponds to the subdiagram of type Cs determined by 2, 3, 4.

So consider the case a; #0, i=1,2,3,4:

a=ao]+ay+ag+ag: a1 =1, so a — as = P is a root, where «y
is the last letter. Then s =4, and [, = r1z22324.

a=oa1 +ay+ 203+ ag: a1 =1, s0o « — ag = B is a root. Now,
s=3ors=4. If s=4, then [, = xla:ga:%au. But mgy = 2, so

2324 = q3a(1 + q33) 32423 — (33347473 mod I,

and I1x2$§$4 ¢ Sy, a contradiction. So s = 3, and we have that
lo = T129%3T423.

a = a1 + 209 + 203 + a4: a1 = 1, and as above, s = 2 or s = 4: if
s =4, then [, = x1x2x§x2x4, but it is not an element of Sy, because
ToTy = (o4Loly mod I. Then s = 2, and [, = T122T324T3%2.

a = a1 + 200 +3a3 + a4 a; = 1, so s = 3, and we have that
la = X1X2X3X4X3T2X3.

e o =oqa1+as+2a3+2a4: a1 = 1,80 s =4, and [, = x1T9x3T4T324.
e a0 = a1 +2a9 + 203 +2a4: a1 = 1,80 s = 2 or s = 4, but we

discard the case s = 4 since xor4 = gogTo14 mod I. So, I, =
T1X2X3XAT3T4T.
a=aj +2a9 + 3ag + 2a4: a1 =1, 80 s =3, and

lo, = T12903X4T3L4X2T3.
a=aj + 209 + dag + 2a4: a1 =1, 80 s = 3, and
lo = x1x2x3$4x3$4x2x§.
a= o] + 3as + dag + 2a4: a1 =1, 80 s = 2, and

lo = x1x2x3x4x3x4x2x§x2.
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e o = 21 + 3ag + 4az + 2a4: a1 = 2, then there are one or two
Lyndon words ;. If there is only one, f1 = a — a; € AT. The
unique possibility is s = 1, but it contradicts that [, is a Lyndon
word. Then there exist 31, 2 € AT such that 31 + 32 = a — a;, and
(B9 is a beginning of §1. So s =2 and (1 = (B2 = a1 + as + 2a3 + ay,
ie., o= T1Tox3T4T3T1TL3TL4TITS.

Type Go: the roots are aq, ag, a1 + a9, 21 + a9, 31 + ao, 3a; + 2ae:
lo, = 1, loy = T2, lmor+ay = T1'x2, m=1,23.
If o = 31 + 2as, the last letter is xo. If we suppose 51 = 3a; + ao, then
lo, = 2323, but
(adz2)?m1 = 2371 — g21(1 + ¢22) 727172 + q22g21 71235 = 0 mod 1,
so we have
x?x% = ((_12721 + 1)1‘%1’21‘1:{?2 — qilqilx%xgxl mod I,

and then I, = 2323 ¢ S because g5y g5y # 0, s0 there are at least two words
Bj. Analogously, if we suppose that there are three words (3;, as 81 > 82 > 33
and By + (B2 + 3 = 31 + ag, we have lg, = lg, = 21 > lg, = x172, and also

lo = z?m% ¢ Sr. So there are two Lyndon words of degree 3 > [2, so the
unique possibility is 81 = 2a1 + ag, P2 =aq; 1. e, lo = $%$2x1$2.

4.3. Dimension of Nichols algebras of standard braidings.
We begin by standard braidings of types Cy, Dy, Fg, F7, Eg, Fy, which are
just of Cartan type.

Proposition 4.4. Let V' a braided vector space of Cartan type, where qqq €
Gn if V is of type Fy, or qi1 € Gy otherwise, for some N € N. Then, for
the associated Nichols algebra B(V'), we give

N?* N odd,

N /2 N even;

N2 N odd,

N24/212 N even;

Types Dy, Eg, E7, Es:  dim®B(V) = N2,

Type Cp:  dimB(V) = {

Type Fy: dimB(V) = {

Note that the last case corresponds to simply-laced Dynkin diagrams.

Proof. Note that if N is odd, then ord¢® = ordg = N, but if N is even, we
have ordg? = N/2. Also, as the braiding is of Cartan type,

9s;(0) = X (Si(a)u Si(a)) = 55(057 a) = X(Oé, Oé) = qa-
Using this, we just have to determine how many roots there are in the orbit
of each simply root.

When V is of type Cg, qi; = q, except for ggg = ¢>. The roots in the orbit
of ayp by the action of the Weyl group are g, for 1 <i < 6, and the others
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are in the orbit of «;, for some j < . Then, there are ¢ roots such that
Jo = ¢, and g = ¢ for the rest.

When V is of type Fy, we have q11 = g2 = ¢°, and ¢33 = qu4 = ¢. There
are exactly 12 roots in the union of orbits corresponding to o1 and ae, and
the other 12 in the union of orbits corresponding to ag and ay4. So

HaeA*:qa:qH:HaeAJr:qa:qQ}‘:lZ.

When V' is of type D or E, all g, = q because ¢; = g, for all 1 < < 6.

The formula for the dimension is a consequence of the theory of PBW
bases above and Corollary 4.2. U

Now we treat the types Ay, By and Gb.

Proposition 4.5. Let V be a standard braided vector space of type Ag as
in Proposition 3.9. Then the associated Nichols algebra B(V') is of finite
dimension if and only if q is a root of unit of order N > 2. In such case,

(4.2) dim B (V) = 2(3)-6)-CL) NE+HCRT,
where t = 0 — Zizl(—l)j*kik.

Proof. q is a root of unit of order N > 2 because the height of each PBW
generator is finite. To calculate the dimension, recall that from Corollary
4.2, we have to determine g, for & € A¢. As before, uj; = > 1 _.ex, <7,
and we have
A(B(V)) ={uj;: 1 <i<j <0}
If1<i<j<0, wedefine r;j:=t{ke{i,...,5}:qux=—1}.
We prove by induction on j — i that

o if x;; is odd, then qu,; = —1;

e if x;; is even, then gy,;; = q;il_s_lq;rllyi.
It j —4i =0, then qu,; = gs; in this case, k;; = 1 if ¢;; = —1 or K;; = 0
if g;; = (qi,i+1qi+1,i)_1 # —1. Now, assume this is valid for certain j, and
calculate it for j + 1:

Qui i1 zx(uij +ej11,u; + ej+1) = quin(u’ij7 ej-H)X(ej-Hv uij)Qj—i—l,j—i—l
= Qu;95,j+195+1,595+1,j+1
GQuy; Gi+1,+1 7 —1 (Rije1 = Kij),
= (—1)qq_1 =-1 gj+1,5+1 = —1, Kij even,
(=1)a(-1) =¢ Gj+1,j+1 = —1, ki odd.
So this proves the inductive step, and to calculate the dimension of B (V)
we have to calculate the number of u;; such that

-1 -1 _ +1
Qui; = 4 501%41; — 4 >

this is, § {xi; : ¢ < j, Kij even}.
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We consider an 1 x (6 4+ 1) board, numbered from 1 to 6 + 1, and paint
its squares of white or black: the square 6 + 1 is white, and then the i-
th square is the same color of the i 4+ 1-th square if ¢; # —1, or different
color if g;; = —1. All the possible colorations of this board are in bijective
correspondence with the choices of 1 < i1 < ... < i; < 6 for all j (the
positions where we put a —1 in the corresponding ¢;; of the braiding), and
the number of white squares is

J
t:(e—ij)—F(Z] 1—232 =0 - Z
=1

So §{kij : i < j,kij even} is the number of pairs (a,b), 1<a<b<60+1
(a =i and b= j + 1) such that the squares in positions a and b are of the

same color, that is,
t n 0+1—t
2 2 '

Then we obtain the formula (4.2) for the dimension of B(V). O

Proposition 4.6. Let V' be a standard braided vector space of type By as
in Proposition 3.10. Then the associated Nichols algebra B(V') is of finite
dimension if and only if q is a root of unit of order N > 2. In such cases,

e if the braiding is as in (a) of Proposition 3.10,
(4.3) dim B(V) = 32N? if 8 divides N,
(4.4) dim B(V) = 33N? if 3 does not divide N;
e if the braiding is as in (b), then 0 < j <d—1, and
(4.5) dim B(V) = 22U0-1)+0 07— 210+22 if N =2k,
(4.6) dim B(V) = 2@ -0+1 N -210+21> if N is odd;
e if the braiding is as in (c), then
(4.7) dim B(V) = 200~ 130" 204207,
Here, t = 0 — Zizl(—l)j*kik.

Proof. It is clear that ¢ should be a root of 1.
Now, we proceed to calculate dimB(V'). From Corollary 4.2, we have
to determmed go for a € A¢, and multiply their orders. As before u;; =

Tk 1 <i<j<0and vy = QZk 16k+2k—z+1ek = 2e1,; +
€i+1,5, 1<i<y,so0

ABWV)) ={u;:1<i<j<OU{vi:1<i<j<0}
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We calculate gu,;;, 1 <i < j <0 as above, because they correspond with a
braiding of standard Ay_; type, and

av, = X(Vij,vij) = x(urs, urg) X (s, Wi ) x (Wi 1,5, 015) 2 quy sy

) 2
1
= Qi‘ﬂ%zqgl (H qiqu1,qu1,qu+1,qu+1,k> Quit1; = Quigrjs
k=2

where we use that

® G;iiqj; = 1if |Z —_]| > 1,

b ‘ﬁlﬁﬂ%l =1, and

© Q-1 kTh—1 kT 1k Tht1,k = 12 <k <60 —1.
To calculate the other ¢q,’s, we analyze each case:

(a) Note that e, = C7 dei+ey; = C: d2e1+e; = qulv de, = (4, SO there
are two possibilities: dimB(V) = 32N? if 3 divides N, and dimB(V) =
33N? if 3 does not divide N.

(b) We have that

2 —1
_ q-q = q KRgk even,
QUlk q 1Qu2k {

—q_1 Ko odd;

and also g¢11 = ¢. We have that kg is even iff j € {i; + 1,0}, or i €
{ij—2 +1,7;_1}, and so on. Then there are

J
t=(0—ij)+ (ijo1 —dj2)+...=0—> (=1)7 i
k=1
numbers (the corresponding with the number in the above Proposition)

such that x;g_1 is even. There are 2 ((;) + (egt)) roots such that ¢, = ¢,

2 ((g) — (;) — (0;:)) roots such that ¢, = —1, t 4+ 1 roots such that ¢, = ¢
and § — 1 — t roots such that ¢, = —¢~!.
Note that if N = 2k, then ord(—q¢ ') = 2k and ord(q?) = k, so
dmB(V) = 201D (E-0E—t=1) pi(t=)+E-H(E~1-1) (9,0
22t(9—t)+9k62—2t9+2t2 ;
if N is odd, then ord(—¢~!) = 2N and ord(¢?) = N, so
dimB(V) = 200-D-tt=D=(=0O-1-t) Ntt-D+O-1)(O-1-t)+t+1

(2N)6—1—t _ 2(2t+1)(9—t)+1N92—2t0+2t2.

(c) In a similar way,

B [ (=) =¢ Ko; even,
Qu,; = (_CQ)qllzi - { (_1)(_ 2) = €2 "5221' odd;



ON NICHOLS ALGEBRAS WITH STANDARD BRAIDING 37

and also g1 = (. There are 2 ((;) + (9;)> roots such that g, = —(2,
2 ((g) - (;) - (egt)> roots such that g, = —1, ¢ + 1 roots such that g, = ¢

and —1—t roots such that g, = (2. As ord¢ = ord¢? = 3 and ord(—(?) = 6,
we have

dim B(V) = 200-D—HE=)~(0-D(0-1-0)gHt-1)+(0—1)(0—1-1) 30
29(9—1)302—2t9+2t2 )

So, the proof is completed. O

Proposition 4.7. Let V be a standard braided vector space of type Go as
in Proposition 3.11. Then the associated Nichols algebra B(V') is of finite
dimension if and only if q is a root of unit of order N > 4. Then

e in case (a) of Proposition 3.11,
dim B(V) = N° if 3 does not divide N,
dim B(V) = 27k° if N = 3k;
e in case (b), dimB(V) = 212,
Proof. For (a) note that ¢ is a root of 1, because x; has finite height, and
e g, =qif a€{er, e+ e,2¢1 + €3},
o ¢ = ¢* if a € {ea,3e1 + e2,3e1 + 262},
so the dimension is dim B(V') = N if 3 does not divide N, and dim B (V) =
27kS if N = 3k. For (b) we calculate

type | qus | Goiws | 9303 | Ga2an | Gutes | 4o | dimB(V)
¢ ooy la |2 |8 |2 |4 |om
¢ o g |2 |4 |8 |4 |2m
¢ ¢ Mo oy 8 4 2 8 | 212

so the proof is complete.

5. PRESENTATION BY GENERATORS AND RELATIONS OF NICHOLS
ALGEBRAS OF STANDARD BRAIDED VECTOR SPACES

In this section we give a presentation by generators and relations of
Nichols algebras of standard braided vector spaces. To do this, we give some
technical results about relations and PBW-bases in Subsection 5.1; also we
calculate the coproduct of some hyperwords in T'(V'). In Subsections 5.2,
5.3 and 5.4 we express the braided commutator of two PBW-generators as
combination of elements of the PBW-basis under some assumptions. Then,
we obtain the desired presentation with a proof similar to the ones in [AD]
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and [AS5]. In Subsection 5.5 we solve the problem when the braiding is of
Cartan type using the transformation in Subsection 2.3.

There is a procedure to describe a (non-minimal) set of relations for
Nichols algebras of rank 2 in [H4, Th. 4].

5.1. Some general relations.

Let V be a standard braided vector space with connected Dynkin diagram.
Let x1,...,x¢ be an ordered basis of V, and {z, : « € AT(B(V))} a set of
PBW generators. Here, x, € B(V) is, by abuse of notation, the image by
the canonical projection of z, € T(V), the hyperword corresponding to a
Lyndon word l,. We denote

da = X(o, @), Ny :=ordq,, o€ AT(B(V)).
Note that each z, is homogeneous and has the same degree as [,. Also,
(5.1) o € T (V)X

o
where if o = biej + - - - + byey, then g, = glfl...gg‘), Xa = XI{I ...Xge.

Proposition 5.1. If the matriz of the braiding is symmetric, then the PBW
basis is orthogonal with respect to the bilinear form in Proposition 1.4.

Proof. We prove by induction on k := max{¢(u), {(v)} that (u|v) = 0, where
u # v are products of PBW generators (we also allow powers greater than
the corresponding heights). If k = 1, then u = 1 or z;, v = x;, for some
1,] € {1, R ,9}, and (ZCl’l‘j) = 513

Suppose it is valid when the length of both words is least than k, and let
u,v € Bryy,u # v be hyperwords such that one (or both) has length k. If
both are hyperletters, they have different degrees a # 8 € Z%, so u = x4,
v =g, and (zq|rg) = 0, since the homogeneous components are orthogonal

for (]).
Suppose that u = z, and v = xgi . xgz, for some zg, > ... > 2g,. If

they have different Z’-degree, they are orthogonal. Then, we assume that
a = ZTzl hmfBm. By [B, Ch. VI, Prop. 19], we can reorder the f3;’s, using
h; copies of (3;, in such form that each partial sum is a root. Using [R2,
Prop. 21], the order induced by the Lyndon words [, is convex, so 3, < a.
Using Lemma 1.9 and (1.8),

(ulv) =(za|w)(Uzp,,) + (1w)(2a, |25,,)
+ Yo g lo) e Bls,)

I >-->lp>a,l €L

where v = wzg,. Note that (1|zg,) = (1lw) = 0. Also, [li]c---[ly]c is a
linear combination of greater hyperwords of the same degree and an element
of I(V). By inductive hypothesis and the fact that I(V) is the radical of
the bilinear form, ([l1]c- - [ly]c|zs,,) = 0.

Consider now

_ J1 J I hm
U=TY Ty, Tag > > Doy, V=TTl Ty > > T8,
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and suppose that z,, < xg,, (if not, use that the bilinear form is symmetric).
Using Lemma 1.9 and (1.8),

h

m h L o ) -

(uv) = (w|1)(za, |v) + Z ( zm> (wlzg! . 2" xp ) (Ta, 5" ")
i=0 ap

+ > e ) @a,l ), ), 2,1
I1>-->p>LLEL
0<j<m

™m

where w = 21 ... 2m =1 Note that for the first summand, (w[1) = 0. In

the last sum, (2q, | [I1], ... [lp], [l‘gm]i) = 0, because by the previous results,

1], ---[lp), [3,,)2 is a combination of hyperwords of the PBW basis greater
or equal than it and an element of I(V'), then we use induction hypothesis
and the fact that I(V') is the radical of this bilinear form. As also z,,,, a:g:ﬂ
are different elements of the PBW basis for h,,, — ¢ # 1, we have that

h hm—1_hm—1
(ulv) = (hm)qgm (w|x51 ar xﬁm,ixﬂm N(Zan|2s,,)-

Then it is zero if ay, # B, but also if «,, = (G, because in that case w,

xgi e :L'Z:ja:g:_l are different products of PBW generators, and we use

induction hypothesis. ([
Corollary 5.2. If a € AT(B(V)), then
(5.2) alNe =

Proof. Let (g;;) be symmetric. If v = ol al T, > ... > g, then

(5.3) () = [, (@arler)
i=1
where (z4]74) # 0 for all « € AT (B(V)).

If we consider u = x)e, we have that (u|v) = 0, for each element v of
the PBW basis, because they are ordered products of z,, different of u, and
(ulu) = 0 since g, € Gy,. Also, (I(V)|zY«) = 0, because it is the radical
of this bilinear form, so (T'(V)|zY>) = 0, and then x> € I(V). That is, we
have z¥e = 0 in B(V).

For the general case, we recall that a diagonal braiding is twist equivalent
to a braiding with a symmetric matrix, see [AS3, Theorem 4.5]. Also, there
exists a linear isomorphism between the corresponding Nichols algebras.
The corresponding x,, are related by a non-zero scalar, because they are an
iteration of braided commutators between the hyperwords. ([

We shall need some technical results about graded algebras intermediated
between T'(V') and B(V).

Lemma 5.3. Let i,# j € {1,...,0}. Let B be a graded algebra provided
with an inclusion of braided vector spaces V. — B, Assume that:
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e there exist skew derivations D; of B as in Proposition 2.1;

e 2V =0 if N :=ordg; < min{n € N: ¢lg;jq;i = 1} — 1.
For each m € N, zi"x; is a linear combination of greater hyperwords (for a
fized order such that x; < x;) if and only if

(5.4) (ad x;)™i e, =0, i#j.
Proof. If (adcxz;)™x; = 0, there exist a;, € k such that

m—1
0= [z{"x;], = (adc ) "2j = x"x; + Z akxfa:ja;;”_k.
k=0
Conversely, suppose that there exist m € N such that zj"z; is a linear
combination of greater hyperwords. Let
n =min{m € N: z{"z; is a linear combination of greater hyperwords}.

If 27 = 0, then g;; is a root of 1, because of the derivations. In this case,
if N is the order of ¢;;, then :va =0 and azfv_l # 0. Also, (ad, .Z‘Z')Nﬂj‘j =0.
Hence, we can assume z' # 0 and (n)g,,! # 0.

Note that [w?_kxjxf]c = [al*z;).ak. As B is graded, zPx; is a linear
combination of x?_kxjxf, 0 < k < n Hence, there exist ay € k such that

n
[x}'z;], = Zak [m?*ka}j} k.
k=1 ¢
Applying D; we obtain
0= DZ([xf:r]]C) = ZakDi ([mn_kajj} xf) = Zak(k)q“ [x?_kxj} :IiiC
k=1 ¢ k=1 c

By the hypothesis about n, oy = 0. As (n)y,! # 0, applying D; several
times we conclude that ay = 0 for k = 2,...,n. Then, [z}x;] = 0. O

Recall that 5.4 holds in B(V), for 1 <i#j <46

The second lemma is related to Dynkin diagrams of a standard braiding
which have two consecutive simple edges.

Lemma 5.4. Let B be a graded algebra provided with an inclusion of braided
vector spaces V — BL. Assume that:

o there exist skew derivations D; in B as in Proposition 2.1;

o there exist different j,k,l € {1,...,0} such that my; = my = 1,

mji = 0;
e (adxg)?z; = (adzy)?z; = (adx;)z; = 0 hold in B;
o 27 =0 if qurdrjqjx # 1 o7 Qerqriqus # 1.
(1) If we order the letters x1, ..., xq such that v; < xp < x1, then x;xpx1T)

s a linear combination of greater words if and only if

(5.5) [(ad z;)(ad wg) 21, 2], = 0.
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(2) If V is standard and qg # —1, then (5.5) holds in B.

(3) If V is standard and dimB(V') < oo, then (5.5) holds in B = B(V).
Proof. (1) («) If (5.5) holds, then xjzix;xy, is a linear combination of
greater words, by Remark 1.7, and

[zjapzimy], = [[wjerm], ok, = (ad zj) (ad wp)ar, 2], -

(=) If zjzpxixy is a linear combination of greater words, then the hy-
perword [xj:rkxlxk]c is a linear combination of hyperwords corresponding
to words greater than xjzizix, (of the same degree, because B is ho-
mogeneous); this follows by Remark 1.7. As (adxy)?z; = (adxg)z =
(adzj)x; = 0, we do not consider hyperwords with xja:%, x%ml and xjz; as
factors of the corresponding words. Then, [z;z;z7], is a linear combina-
tion of

TR TR, = (2T, TR, TrRTiTE|, = Tk [Tk,
[ lo = lzrzil, [ Je [zjzk],
[TpzjreT], = 2 (252070, [:Ul:n,i:vj]c = xlxixj.
As Dj([xjrprivg],) = Dj(xy [xj2rr],) = Dj(ziwy [501],) = 0, in that linear
combination there are no hyperwords ending in z;; indeed,
Dj([zrmi], mrwj) = lwpw) an,  Dj(wzia;) = wag,

and [zx], Tk, xlx% are linearly independent. Therefore, there exist «, 8 € k
such that
[wjrprieg], = oy [xja], + Bk [vio01], -
Applying D;, we have
0 =aqrjqrre [2j2], + (1 — qrjqin) Tz + Barkqriam (222, -
Now, z; [zjxy]., 22 and [zjrR2], are linearly independent by Lemma
2.7, s0a=p3=0.
(2) We assume that some quantum Serre relations hold in 98; using them:
zizpmzy = gt (L4 aw) " 2j2im + aeeary (1 + qu) oy,
= G ) G TRTTRTL + G Ay G (1 ak)  aRa
+ ek qrigin (1 + qer) "z

It follows that zpxjxpz; ¢ Gy, for an order such that z; < zp < x;. Also,
zjzxs ¢ Gp, since (adox;)x; = 0, and (5.5) is valid by the previous item.

(3) If V is a standard braided vector space satisfying the above conditions,
then we consider V; as the braided vector space obtained transforming by
sk, then mj, = 0. Therefore, e; +e; ¢ AT(B(V})), so si(ej + €) = 2e +
ej +e ¢ AT(B(V)). It follows that z;zrz;z is a linear combination of
greater words, since it is a Lyndon word when we consider an order such
that z; < xp < 2. O
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We prove now two relations related to the double edge in a Dynkin dia-
gram of standard braiding of type Bjy.

Lemma 5.5. Let B be a graded algebra provided with an inclusion of braided
vector spaces V — B, Assume that:

o there exist j # k € {1,...,0} such that my; = 2,mj, = 1;

o there exist skew derivations as in Proposition 2.1;

e the following relations hold in B:

(5.6) (ad 21)%z; = (ad x;)%xg = 0;

xi:x?:o, z'fq,%k:q]zjzl.
(1) If we order the letters x1,...,xg such that x < xj, then xzxjxkxj X
a linear combination of greater words if and only if
2 _
(5.7) [(ad x) x4, (ad xk)mj]c =0.

(2) If V is standard, q;; # —1 and q3.qx;q;5 = 1, then (5.7) holds in B.
(3) If V is standard and dimB(V') < oo, then (5.7) holds in B = B(V).

Proof. (1) (<) If (5.7) holds in B, then 22z ;x)z; is a linear combination of
greater words. It follows from (1.7), and

[zhzjona;], = [[ekas], o)), = [(ad o)z, (ad ax)as],

(=) If 22z jz2; is a linear combination of greater words, then [z2z;x52;].
is a linear combination of hyperwords corresponding to words greater than
zix;zpx; (of the same degree, because B is homogeneous).

First, there are not hyperwords whose corresponding words have factors
l’kJJ], a:kx by 5.6. As [xkx]kaj] € ker Dy, and

Dk(%[ zjlewg) = xj[x%xj]m
2
Dy ([zxaj)2ar) = [zra;)?,
Dy (z; [mkxj]cx ) = (1 + arw)zj[zrz]ey,
in that linear combination there are no hyperwords ending in x, except xzxi
if gxr € G3. We consider ¢;; # —1 if grr € Gz, since otherwise m%% =0 by
hypothesis. Then, there exists a, @’ € k such that
[xixjmka:j] =« [l’kl‘jl’ifﬁj] + o/:cQ-xi = o [rz;], [l’il‘]] + O/{L‘QSL'%

We prove by direct calculation that D; ([:kaja:kxj] ) = 0. Then, applying
D; to the previous equality,

0 =a/(1+ gj;)z;z} + x(ex + ej, 2ey, + ej)a(ad vx)* (z;)zy,
+ (1= qrjgin) (1 — arrgrigin) (ad oy ) ()7,
where we use that (ad zj)3(x;) = 0 and
IR

o (ad z)™ (2;) = (ad zy ;) + qrpgrj(ad z) " (25) T
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As (1 — qrjgjn) (1 — qrrariar) # 0 and (ad zp)?(z;) 2y, (adzy)(z;)2;, ©jz)

are linearly independent, it follows that a = o/ = 0.
(2) Using (adx;)?z) = 0 in the first equality and (ad z;)3z; = 0 in the
last expression,

x%xjxkxj =1+ qjj)_lqﬁclx%x?xk +(1+ ij)_Iijqj‘j.sz?
—1 2
€ Baun (14 aj5) ™ hj Ginasjrrmjorts + KXo 24 00

Suppose that (3)g,, (1 —|—qjj)*1qqujk.qjj = 1; that is, (3)g,, = (1+¢;;). Then,
4j; = qkk + Qik, SO

1 = ;%K = Qekriik + Qorpiidik = rdijdik + 1,

which is a contradiction since qxrqr;gjx € k™. It follows that x%xja:kxj is a
linear combination of greater words, so (5.7) follows by previous item.

(3) If V is a standard braided vector space, and we consider V; as the
braided vector space obtained transforming by s;, then my; = 2. Therefore,
3er +e; & AT(B(VL)), so s;j(3er + e;) = 3er +2e; ¢ AT(B(V)). As
:Eixjxkfcj is a Lyndon word of degree 3ej + 2e; if x;, < x;, then it is a linear
combination of greater words. O

Lemma 5.6. Let B be a graded algebra provided with an inclusion of braided
vector spaces V — B, Assume that
o there exist different j,k,1 € {1,...,0} such that my; = 2, mj, =
mj =my; =1, mg =0;
o there exist skew derivations D; in B as in Proposition 2.1;
e the following relations hold in B: (5.5), (5.7),

(ad 21)%z; = (ad x;)*wg(ad ;)2 = (ad zp)2; = 0;

(5.8) @} = =0, if aie = a5 = 1.
(1) If we order the letters x1,...,x9 such that xp < z; < xzj, then

:E%xjxlxkfcj 18 a linear combination of greater words if and only if

(5.9) [(ad xp)?(ad )2y, (ad xk)xj}c =0.

(2) If V is a standard braided vector space and qii, ¢ Gs, q;; # —1, then
(5.9) holds in *B.
(3) If V is standard and dimB(V') < oo, then (5.9) holds in B(V).

Proof. (1) («) As in last two Lemmata, if (5.9) is valid, then z3x;zjz,; is
a linear combination of greater words, by (1.7), and

[wixjmiopT)e = [(ad zy)?(ad z )2y, (ad T) ;]

.
(=) Suppose that 22z 757, is a linear combination of greater words.
Then, [#32;T,2,;]. is a linear combination of hyperwords corresponding to
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words greater than a:i:njxlxkxj (of the same degree, because 9B is homoge-
neous). We discard those words which have xyx;, x%mj, :L'kl‘?, x?xl, TpT;T1T;
and ximjwkxj by the hypothesis about B.

Also, as Dg( [m%xjxl:ckxj]c) = 0, the coefficients of those hyperwords cor-
responding to words ending in zy are 0 as in Lemma 5.5, except [z;1], Tz},
xlszxi, if qxr € Gs. Then,

[wprjmapa;], =a[vpa], [whajo], + B [wewa], [vhe;],

+yxy [T, [a:%mj] LT [z;17], xja:% + l/:vl:njzx%.
By direct calculation,
Dj([:vixja:la:kavj]c) = Dj([x%a:jxl]c) = Dj([zpxjx],) = 0,
so applying D; to the previous equality,

0 =aq 5025 [whaz] , + B — Guedriin) (1 — Gipdriie) [Tazjz], 27
+ (1 = Gk @) (1 — G @)1 [Tk, @3 + Y0515 [2h;]

+ pfmjmg], af + v(1+ )z,

Note that v = 0 if ¢;; # —1; otherwise, x? = 0 by hypothesis, so we can
discard this last summand. The other hyperwords appearing in this expres-
sion are linearly independent, since the corresponding words are linearly
independent by Lemma 2.7. Then, o« = =~ = pu=0.

(2) If qii, ¢ Gs and ¢;; # —1, then xzmja:la:kxj is a linear combination of
greater words, using the quantum Serre relations in a similar way that in
Lemma 5.6, so we apply the previous item.

(3) If V is a standard braided vector space, and we consider Vj, as the
braided vector space obtained transforming by sy, then my; = 2. Therefore,
ep +2e; +e ¢ AT(B(Vy)) by Lemma 5.5, so sig(er + 2e; + ;) = 3e, +
2e; +e; ¢ AT(B(V)). As zizjzxxz; is a Lyndon word, it follows that it is
a linear combination of greater words, and we apply (1). ([

We give now explicit formulas for the comultiplication of previous hyper-
words.

Lemma 5.7. Consider the structure of graded braided Hopf algebra of T(V'),
given in subsection 2.1. Then, for all k # 7,

A((adz)™ M z;) = (adzy)™ ;@ 1+ 1@ (adzy) ™ a;

ijt+1
(5.10) + I (= dwargn)ey ™ @ ;.
1<t<my,
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Proof. By the definition of my; and (2.5), Fg((adzp)™tz;) = 0. Also,
Fy((ad zg)™ it 1z;) for I # k by (2.6) and the properties of Fj, so we have

Ay, ((ad )™ ) sz ® Fi((adzy) ™) = 0.
=1
Now, Dy ([a}x;], x;~ "y =0 from (2.3), and from (2.4)
ij+1
Dj([wha;], =) = JI (- dumigp)z,™
1<t<my;
so we deduce that
y ij+1
Apya(@dag)™ ey = [ (10— deaiap)r, " @;.
1<t<my;
As hyperwords form a basis of T'(V'), we can express for each 1 < s < my;,

mp;j+1l—s

. Flos—t
Apy+1-s,s((ad )™ ) = Z est [2)5] @ z T @
=0

+ Z popt " © [0y af,
for some €4, psp € k. Then, for each 0 <t<my;+1-—s,
0 =((ad @)™ | [whas] o™ ag)
= (((adag)™s )| [ohay] o770 ((ad 2™+ ) o) o)
e (ki) o aday] 2T (alad)

:Est(mkj +1—s— t)Qkk!(S)Qkk!( [mlltfl‘j]c | [wixj]c)’
where we use that (adzy)™t1lz; € I(V) for the first equality, (1.8) for
the second, (1.10) and the orthogonality between increasing products of
hyperwords for the third, and (5.3) for the last. As
(mkj +1-s— t)Qkk!(s)Qkk!([:L‘]]foj]c | [xlltc‘r]]c) # 0,
we conclude that ey for all 0 < ¢ < my; +1 — 5. In a similar way, ps, = 0
for all 0 < p < s, so we obtain (5.10). O

Lemma 5.8. Let B be a braided graded Hopf algebra provided with an in-
clusion of braided vector spaces V — P(B). Assume that

o there exist 1 < j # k # 1 < 0 such that my; = myy = 1, mj = 0;
e the following relations hold in B:

(ad xg)?x; = (ad vg)*2; = (ad x;)z; = 0;
zp =0 if Qukqrjdjk # 1 or Qre@rdu; # 1.
Then, wu:=[(adz;)(adzg)z;, xK]c € P(B).
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Proof. From (2.3), D;(u) = 0. Also, Dy, ((ad z;)(ad zy)z;) = 0, so
Dy(u) = (1 — qipaikarjauan) (ad z;)(ad zx)z; = 0.
From (2.4) and the properties of D; we have
Di(u) =qie(1 — qrqr) [z jTr] et — Gipaee@ic(1 — qruan) e[z jTr]e
=qk(1 = qar)[[TjTk]e, T1]e = 0.
Then, Asi(u) = 0. Now, from (2.6) and the properties of Fj, F; we have
Fy(u) = F;(u) = 0. Using (2.5), we have
Fj(u) =(1 = qjrarj) [Teri]cxr — Giraer@indi; (1 — ¢irqrj)cr[Tre]c
=(1 — queart) (1 — quj@jraie@rdin) [Tra)cvs = 0.

Then, we also have Ajz(u) = 0.
Also, we have

A(u) = A((ad zj)(ad 2k )71) A(Tk) — Gey+e;+e;.e; A(zr)A((ad z5) (ad k) 21),
and looking at the terms in B? @ B2,
Ao o(u) =(1 — quear)[zj2kle © (TiTk — Qj@inderQkTr1)
+ (1 = qrj@in) Quedrr (Tj2K — rTrTs) @ [2ET1]C
= (1 = qrjgix — (1 — Qwart) GeQindri) Qrdeklizr]e @ [2r2]c.
Now, we calculate
1 — qrjqie—(1 — Qredrl) Gk Qindi; = 1 — Qejdjk — Gekdindrj + Qo
= G (1 + @) (1 — qerarjae) = 0,
so u € P(B). O

Lemma 5.9. Let B be a braided graded Hopf algebra provided with an in-
clusion of braided vector spaces V. — P(B). Assume that

o there exist 1 < k # j < 0 such that my; = 2, m, = 1;
e the following relations hold in B:
* (adzg)™st oy =0, forall1 < s #t<6;
x st =0 for each s such that "t qsiqus # 1, for some t # s.
(a) If v := [(ad xy)?z;, (ad xp)xs] , then there exists b € k such that
(5.11) A)=v®1+1®@v+b(1 - qquzjquijj)x% ® :1:?

(b) Assume that there exists | # j,k such that mj = my; = 1, my =
my, = 0, and that (5.5) is valid in B. Call

w:= [(ad zy)?(ad z5)z;, (ad Ty)w;)
then there exist constants by, by € k, such that
(5.12) Alw) = wRl+1Qw+biv®
+b2(1 = girarigin)ai @ ((ad 2j)ay) aj.

c?
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Proof. (a) Note that Fj(v) = 0, since v is a braided commutator of two
elements in ker F;. Also, using (1.4),

[(ad xk)zxj, zjle = qrj(gj; — Qkk)[xkxj]ga
so we calculate
Fio(v) =(1 + ar) (1 — arrariqin) (ol + ainain (1 — aryan) [2725]cx;
— Qi 2k 55 (1 — Qrj @) x5a7 )]
— Gintri Ot (1 + are) (1 — Qre; Gk ) [Trs]2
=(@ex 2 (1 — arjain) (@55 — arr) + (1 + qr)
(1 — qrraijan) (1 — Qi  Gr s ) lwns]2 = 0
since the coefficient of [xx2;]? is zero for each possible braiding. Then,
Ara(v) = 2 ® Fi(v) = 0.
Also, Dy (v) = 0, and we calculate
Dj(v) =(1 — aijazn) ([wizsler + (1 — quean;dn)aidisei [onaj]e
~ Gty 0935 (1 — Qi @) [T ]emi, — Gondiey a3 ox i)
= (14 (14 are) (1 — Qukrs k) ki Gkd55 — Gondi; Crdss)
(1 — awjazn) [z s)a,

where we reorder the hyperwords and use that (ad :Ek)?’xj = 0; also,
(5.13) 1+ (14 qiow) (1 — Qre @) arrdij kG5 — Gerdi;donds; = 0,
by calculation for each possible braiding. Then,
A471(’U) = Dj(?./) Qx; = 0.
To finish, we use that
A(v) =A((ade zx) 2 A((adc 24) 7))
—x(2er + ¢j, ex + ;) A((ad. z1)x;) A((ad, 1) %2;).

Looking at the terms in B3 ® B2 and B2 ® B3, and using the definition of
braided commutator, we obtain
Az (v) =(1 = Godit; Cr @) TR ws]e ® [mras], + (14 are) (1 — qoedriaie)
Akkqk;95k957 (%'k [Tr25],. — Qrrqr; [wkwj]cwk) ® [Tk,
+ 1= qijgie)* (1 — @i @) (1 — GR 040 055) 7 © @5
= (14 (1 + ) (1 — Qutni @ik) Gk @i Gndss — Gl Gndsy) (2],

2 2 9 3 o2
@ [wpxj], + b1(1 — Qe Qic; G55 T @ 5 -
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Also,
Ao3(v) =(1 — @rearjgir) (1 — arjgin) i @ (1 + qur)qekasn [2r75], 25
— (L aw ) Gin i 0055 %5 [ones], + 5 [wnay],
~ ek 95k 55 (2w, )
= (1 = g 0@y + (1 + Qo) (1 — Qrij Tik) Tk Qe ik D55 )
(1 — qrwaryain) (1 — qrjqin)7i © w5 [wpas), -
Using (5.13), we obtain (5.11).
(b) We call y = (adzy)?(ad z;)x;, z = (adxg)w;. Observe that A(w) =
A(y)A(z) — x(2er + e + e, e + €;)A(2)A(y), and
Aly) =y @1+ (1 — quqy)(ad zp)*z; @ )
+ (1 — arjgin) (1 — qrearjajn)z; ® (ad ;) z)
+ (1 + qrr) (1 = @rrgrigin) T © (ad zp) (ad 75) v + 1 @ 9,
Az) =201+ (1 —quigjr)zr@x; +1® 2.
From (2.3), Dy(w

Dy(w) = (1 — qiq)awaq; [(ad zp)*z;, (ad zp) 5]
Dj(w) = —(1 - qqujk)q,;ﬁq,;jlq,;f(ad )3 (ad )z,
= —(1 = Qj@ik) G Gy G [(ad wp) >, e = 0.

) =0, and from (2.4),
(1

where we use that [z, ;). = 0 and (1.4) for the last equality. It follows that

Asi(w) = (1 = qig)qway [(ad zi) x;, (ad ) a;], @ 2.
Also, Fj(z) = Fj(y) = Fi(z) = Fl( ) =20 by (2.6) and the properties of
these skew derivations, so Fj(w) = Fj(w) = 0. We calculate
Fp(w) =1+ qu) (1 — qowanjaix) [Tezizelzneile + dopainan (1 — ariaie)

[z — x(2ex + € + er ex + €5) (1 — grjasn)z[whejale
(14 arr) (1 — @rrdrj ) rr ik (1o c[2ra;]e)

=qergirdie(1 = arjase) [[hajmile 25], — (1 + qiw) (1 — Gerdrsdie)
Derdii i U [[Trile, [orzjae],

=qk ki 4k 90 (1 — qrigin — (U4 @) (1 — Qrnrj gk ) Qekani Gik)
[[zkwjle; [xrzjTile], = 0

where we use (1.4) and (5.5) in the third equality, and calculate that

(5.14) 1= qrjajn — (14 are) (1 — Qrrj aik) aredr;de = 0,
for each possible standard braiding. It follows that Ajs(w) = 0.
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We calculate each of other terms of A(w) by direct calculation. First,

Agp(w) =(1—x(2e;+ej+e,e,+ej)x(er+ej,2e,+ej+e))y®z
+ (1= qrjgjn) (1 — qijan) (aklzhes]cvs ® zim;
—X(2er, + € + e, ek + €)) ¢ gjTr[TiTs]e © Tj21)
+ (1= argain) (1 — arearjazne) (x(ej + e ep, + ej)ziz
—X(2er +ej + e, e, + ej)zxi) ® [zjxi]e
=(1 = arjqe) e (1 — @inar; + (1 + qor) (1 — Qredr; k) arkdr; k)

[23j)exy, @ [2ja)e = 0.
In a similar way we calculate

Azz(w) =(1 = qijgjn)[zizj] © (112 — x(2er, + ) + e, €, + €)
x(ex +ej, e, +ej +e)zay) + (1 + qur) (1 — qrrarjqjx)
x(er +ej+eer+ej) (Tpz — qrrqrjzer) @ [Trr;z]c
+ (1= qreariqin) (1 — qejqe) > © (x(ej + e, ex) [wjzex;
—x(2er, +ej + e, e, +ej)x(ej, 2e,)x [z;x)
= ((1+ @) (1 — qrrarigin) — Werqriainai; (1 — ajq;))
x(ex +e; + e, ey, +e))[rfwjle ® [zrzjme
+ (1= qekarj i) (1 — arjain)* (1 — Giearagn) zi @ [zja)er;,

and the coefficient of [22z;]. ® [zxx;z]. is zero (we calculate it for each
possible standard braiding). Also,

Aos(w) =(1 — qrariain) (1 — ajain)zs @ (1 + qre)x(ex + ej + e, )
[wrezjzi]er; — (14 qre)x(2er + €5 + ey, e + €) g [Tpr;zc
—X(2e + e + e, e + ej)x(er, + e, 2ey) [[zrzjle, [7521]c],)
=(1 — qrrqr;qix) (1 — arjqix)x(ej + e, e + €;)qx;
(g (1 — Qrrarjaie) — 455 (1 — quqiy)) 23 © xjlapzja)e = 0

From the above calculations, we obtain (5.12). O

5.2. Presentation when the type is Ay.

In this subsection we shall consider V' a standard braided vector space of
type Ag, and B a Z%-graded algebra, provided with an inclusion of vector
spaces V «— Bl = P1<j<oB®. We can extend the braiding to B by

cu®v)=x(a,flveu, uecB*veB’ afeN.
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We assume that

2 =0 if gy = —1,

adczi(z;) =0 if [j—1] > 1,

(ade xi)Q(xj)c =0 if |[j—i[=1,

[(ade z;)(adexivt)Tivo, Tit1], = 0 2<i<0-1,

are valid on B. Using the same notation as in Subsection 4.2,

Te, = Ti, Ty, ; 1= [xi,xuiﬂ’j]c (i < j).

Lemma 5.10. Let 1 <i < j < p<r <80. The following relations hold in
B

(515) [xuijvxupT]c = O) p—= j > 27

(516) [ﬂfuij ) "Buj+177‘i|c = Iuir'

Proof. Note that xy,, belongs to the subalgebra generated by wxp,...,z,
and [CL‘UU,IS]C = 0, for each p < s < r. Then, (5.15) is deduced from this
fact.

We prove (5.16) by induction on j —i: if i = j, it is exactly the definition
of xy,,. To prove the inductive step, we use the inductive hypothesis, (5.15)
and (1.4) (the braided Jacobi identity) to obtain

[xui,jﬂvxuﬂz,r]c = quz‘j’miﬂ]c’xujw,r]c = [2u,, [$i+1’xuj+2,r]c]c
— [muij b -TujurLr] c = ‘Tuirv
and (5.16) is also proved. O
Lemma 5.11. Ifi < p <r < j, the following relation holds in B:
(5.17) [Tui; Ty, |, = 0.
Proof. When p=r =j—1and i = j — 2, note that this is exactly
[(ade 7i)(adetiv1)Tiv2, Tiv1], = 0.
Then, we have by (1.4)
[l'ui,l,j,xjfl]c = [[:L'ifla fEui,j]c, :L'jfl]c = [131;1, [mui,j7mj*1]c]c‘
We assume that j —¢ > 2, so [z;—1,2j-1]c = 0 by hypothesis on %B. Then,
we prove the case p =7 = j — 1 by induction on p — 3.
Using (1.4) and (5.16), we also have
[xui,j+17xp]c = [[xui,j7l‘j+1]cﬁxp]c = [wui,j’ [Zj+1, Tplele
+qj+1p[Tu; > Ti-1]eTivr — X(Wi g, €11)Tj41[Tu; 5 Tio1]es
so using that [z;y1,2p]c = 0 if j > p, by induction on j — p we prove (5.17)
for the case p =r.
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For the general case, we use (1.4) one more time as follows
[‘Tui,j’xup,r+l]c = [‘Tui,j7 I:xupr’ xTJrl]C]C = [I:xui,j"/'vupr}c’ 'TTJrl]C

- X(upT7 er+1) [muij s $T+1}c$upr + X(uija upr)xupr [-’Euij s errl]Ca

and we prove (5.17) by induction on r — p. O
Lemma 5.12. The following relations hold in 9B:

(5.18) [Tuij Tugy ], = 0, @< j<p;

(5.19) [Tuy)s Tu,], = 0, i<p<y

Proof. To prove (5.18), note that if i = j = p — 1, we have
[Iﬂuiiwui,iﬂ]c = [z, [z, Tit1)e). = (ad ;) mi41 = 0.
As [2i, Ty, ,)e = 0 for each p > i+ 1 by (5.15), we use (1.4), the previous
case and (5.16) to obtain
[xui-” xuip] c - |:$uii) [$ui,i+l 9 xuz‘Jrz,p]C]c - 0
Now, if i < j < p, from (5.15) and the relations between the g5; we obtain
[l‘ui+1,j’xuip] c = _X(uip7 u’H—].,j) [xuz‘pa xui+1,j] c = 0
Using (1.4) and the previous case we conclude
[‘Tuz‘j’xuz‘p]c = [[xuii’ xui+1,j]c ) ‘Tuz‘p]c = 0.
The proof of (5.19) is analogous. O
Lemma 5.13. Ifi <p <r < j, the following relation holds in *B:
(5‘20) [J:ui,n, xum]c = X(uim upv") (1 - %’,r—&—l%"—f—l,r) Tuy, Ly -
Proof. We calculate
[wuir’xum‘]c = [muw [xuprvxurﬂ,j]c]c
= X(ui’r‘a upr)xuprmuij - X(up’r‘7 ur+1,j)$uij$up,-
= (X(uim upr) - X(uija U—pr)X(upry uT+1,j)) Tuy, Lugj
= X(uir; upr) (1 - X(upT‘7 ur+1,j)X(ur+1,ja upr)) TuyLuyjs

where we use (5.16) in the first equality, (1.4) in the second, (5.19) in the
third and the relation between the ¢;; in the last. O

We prove the main Theorem of this subsection, namely, the presentation
by generators and relations of the Nichols algebra associated to V.

Theorem 5.14. Let V be a standard braided vector space of type Ag, 0 =
dimV, and C = (aij); jequ,..0) the corresponding Cartan matriz of type Ag.
The Nichols algebra B(V') is presented by generators x;, 1 < i < 6, and
relations
xfj& = 0, acAt;
ad(x;)' = () i # J;
[(adxj_l)(adxj)xjﬂ,xj}c = 0, 1<j<6, qjj = —1.

I
o
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Moreover, the following elements constitute a basis of B(V):
hi .k h ) .
(5.21) mﬁixﬁi...xﬂg, 0§hj<Nﬁ]., if /BjES], 1<j;<P.
Proof. From Corollary 4.2 and the definitions of z,’s, we know that the last
statement about the PBW basis is true.

Now, let 8 be the algebra presented by generators xi,...,x9 and the
relations of the Theorem. From Lemmata 5.3, 5.4 and Proposition 5.2 we
have a canonical epimorphism ¢ : B — B(V). Note that last relation also
holds in B for ¢;; # 1, by Lemma 5.4, (2).

The proof is similar to the ones of [AD, Lemma 3.7] and [AS5, Lemma
6.12]. Consider the subspace J of B generated by the elements in (5.21).
Using Lemmata 5.10, 5.11, 5.12 and 5.13 we prove that J is an ideal. But
1€7J,s0]=18B.

The image of the elements in (5.21) by ¢ are a basis of B(V'), so ¢ is an
isomorphism. O

Note that the presentation and the dimension of B(V) agree with the
results presented in [AD] and [AS5].

5.3. Presentation when the type is By.

Now, we shall consider V' a standard braided vector space of type By,
and B a Z’-graded algebra, provided with an inclusion of vector spaces
V — Bl = ®<;<pB%. Then, we can extend the braiding to B. We
assume that the following relations hold in B

zi=0 if giy = —1,

2} =0 if g1 € Gg,

(ade x;)z; =0, l7 —1 > 1,

(ad x;)%x; = 0, lj—i| =1, i#1;

[(adc x;)(adexiv1)Tivo, Tit1], = 0, 2<i<6;

(ad, z1)329 = 0;
[(ade z1)?x2, (adew1)a2], = 0,
[(ad xl)Q(ad x9)xs, (ad xl)ajg]c =0.
Using the same notation as in Subsection 4.2,
Ty = [Tuyp Tuy, ], » 1<i<j<eé.

From the proof of relations corresponding the Ay case, relations (5.15),
(5.16), (5.17), (5.19) and (5.20) are valid for ¢ > 1, but for relation (5.18)

we must consider 7 > 1.
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Lemma 5.15. Let 1 < s <t, 1<k <j. The following relations hold in B:

(=0 t+1<k;
= Ty, t+1=k < y;
=0 s+1<k<j<t;
= X(Vst, W) (1 = @t 14+1G1+1,t) Tuy, Ty s+1<k<t<y;

[:Evst,svuw]c = x(ue, u5+1’j)xvﬁ ) s+1=k ;j <t

= (x(ur, ust1e) — x(uis, uge))wy,, s+1=kj=t
€ katj + kTuy; Tuy, + KTugyy Ty, s+1l=k<t<y;
= 7§tjxuksxvj~t E<s<j<t
€ KTy, Ty,; + KTy, Tuy; Tuy, + Kou, Tyv,;, k< s <t <j;

L0 kE<j<s,

ki
where ’Ysg = X(ulta uk‘j)X(u187 uks)(]- - QS,5+1QS+1,3)-

Proof. The first, the third and the last cases follow from the fact that

[$uls7$ukj]c = [xu1t7xukj]c =0

using (5.15), (5.17), (5.18) or (5.19)(depending on each case), and (1.4).
For the second, use that [zy,,,u,,,,]. =0, (5.16) and (1.4), to obtain

c

Tvgy = [xuls,'?xulj]c = [xuls7 [wulwxuz-;-l,j]c]c

= [[xmwxmt]c ) xut+1,j]c = [xvst’xutJrl,j]c .

For the fourth, use (1.4) and the third case to calculate

[xvswl‘ukj]c :[xvst7 [‘rukt’xut+1,j]c]c
:X(Vsta ukt)xuktxvsj - X(ukt7 ut-‘rLj)szjxukt

:X(Vsta ukt)(l - X(ukt) ut+17j)X(ut+17j7 ukt))xuktfzvsj .

For the fifth, note that x(uy, u5+17j)_1 = X(ugy1,5,u1z). Then, use (5.16),
(5.17) and (1.4) to prove that

[‘Tvsw xus+1,j]c :[[$u1s ) xult]C7 :Clls+1,j]c
:X(u1t7 us+1,j)xu1j$u1t - X(ulsv ult)xultl‘uls

:X(ultv u5+17j)($u1jxult - X(“U? u]-t)xultxuls)'

The sixth case follows in a similar way.
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For the seventh case, we use (1.4), (1.5) and the previous case to calculate

[Tv,, 737u3+1,j]c = [Ty, [xusﬂ,w xut+1,j]C]C
=(x(a1s, wsy1,t) — x(us, ult))[xiuaxut_,_l,j]
+ X (Vsty Wst1,6) Py Tvyy — X(Ws1 5 Wit 1 §) Ty Tugyy
=(x(a1s, wsy1,t) — x(urs, wig)) (v, + x (16, W15) Tuy; Tuy,)
+ X (Wit; Wet1 ) Tuy; Tuy,) — X (Wt 1.ty Wit 1,5) Ty
+ (X(Vsts Usr1,6) — X(Wsg1,6, U1, 5) X (Vg Ust1,6) ) Tuy g Ty -
We use the previous cases, (5.17) and (5.20) to calculate for the eighth case
[Zvers Tugyle =[[Tures TupJes Tuygle
=x(w1s, up;) (x(@1s, Wgs) (1 = s 541Gs+1,5) Tug, Tuy; ) Tuyy
— x(urs, Wig)Tuy, (X(W1s, Uks) (1 = s 54195+ 1,5) Tuay, Tuy ;)
:'YEtjxuks (muuxun — x(uyy, ult)fzunxuu)-
To finish, we prove the ninth case in a similar way as follow
[Ty, xum]c =[Zv,, [xuwxu,:ﬂ,j]C]c
:’Yff(l - qut)[xuks$%1t7xut+l,j] + X (Vst, uk:,t)xu“xvsj

- X(uk’ta ut+1,j)$vsj xukt .

We consider the remaining commutator [mvst, a;ujk]cz when j = 1.
Lemma 5.16. Let s <t in {1,...,0}. The following relations hold in B
(5.22) [Tvee, Tuy)e = 0, s<k<t
(5.23) [Tu Ty,
Proof. By hypothesis we have

[Tvigs Tupsl, = [(adc z1)%x9, (ad, xl)xg]c =0,
[ [(adc z1)*(ad, z2)xs3, (ad, xl)xg]c =0.
For t > 4, [Ty, Tu;,). = 0 by (5.15), and using (1.4),
[Tviss Tugs ) = [[$v13,$u4t]c,$u12]c =0.
For each k& <t we have [zy,,, Tuy,]. = [T1,Tuy ), = 0, SO [Ty, Tuy,]. = 0.
Using (1.4) and (5.16) we have
[Tvies Tuyy ], = [xww [xU127':Uu3k]c]c =0.

Now, consider 2 < s < k. As [Ty, Zu,,]. = [Tusy» Tuy,]. = 0 by previous
results and (5.17), we conclude from (1.5) and Lemma 5.15 that (5.22) is
valid in the general case.

To prove (5.23), for s = 1,t = 2 we have

[xuu?'rvm]c = [ﬂjl,x‘,m]c = (adc '7:1)31‘2 =0.
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Using that [x1, Zu,,], = 0if ¢ > 3 and (1.4), we deduce that

[xu11?$vlt]c = [1‘1, [xV127xu3t]c]c =0.

If 1 < s < t, by the previous case we have

[xu157xvlt]c = _X(wuls’ xvlt) [xvlt7$uls]c =0.

By (5.19), [Zu,,, Tus,). = 0. Also, [Tv,,, Tu,,]e = X(U1¢, U2s)Zv,,, by Lemma
5.15. Then, (5.23) follows by (1.4) and the last three equalities. O

Lemma 5.17. Let s < k < t. The following relations hold in B:
(5‘24)[$vsk7$ult]c - X(Vska ulk)(l - Qk,k-i-l(Ik—l-l,k)xulkxvsta
5-25)[xu15 ) :Uth]c - X(u187 ulk)(l + qulk)(l - Qk,k+1Qk+1,k)$u1kl'vst~

Proof. The proof follows by (1.4), the second case of Lemma 5.15 and (5.23),

[T g Tuge)e = [mvsw [mulmxukﬂ,t}c]c
=X (Vsk, Wik) Ty, Tvgy — X(Wiks Wet1,) Ty Tuyy
=X (Vsks t1x) (1 — X (W, Wt 1,0) X (Wht 1,8, Wk)) Tuyy T
[TurssTviele = [Tuses [Tugs Tugele = [Ty, Tuy],
+ x(U1s, W1k) Ty, Tvy, — X(W1k, Wit) Ty g Tuyy,

=x(1s, Wig) (Quye (1 — @kt 19k41.k) + 1 — Qo kbt 10k+1,k) Tuy ), Ty -

O

We deal with the expression of the commutator of two words of type xv.,.

Lemma 5.18. Let s < t,k < j, s < k, with k # s or j #t. The following
relations hold in B:

/

0, k<j<t,
k=st<yj
(Vst, Viet) (1 = Q41G141,6) Ty, Ty k<t<y;
(Vst, ult)2(1 - Qt,t+1Qt+1,t)
(1- QUMQt,t+1qt+1,t)x1211txvsj7 k=1t<y;
€ k:cvt].xvsk + kxvthvsj + ka:ulka:ult:cvsj, t<k<j.

[$V5t7 kaj] c z ;z
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Proof. The first and the second cases follow from (1.4) and (5.22), (5.23),
respectively. For the third case, we use the previous one and (1.4),

(e, Tviyle = [Ty [xulk,xulj]c]c
=X(Vst, Wik) Tuyy (X (Vst, W1e) (1 = Gee41G141,0) Tuy, Tv,)
— x (g, ulj)(X(Vsta uy)(1 - qt,t+1£]t+1,t)xu1t:£vsj)xulk
=(1 = grer1@+1,6) (X(Vot, W)X (Vits U1t) Ty Ty, T,
—x (g, u1y) X (Vor, U1e) X (Voj, Wik) Tuy, Ty, Ty )
=X (Vst, Wig) X (Ve u1e) (1 — G e41G141,t)
(T Ty, — X(U1g, ult)xulkxulk)xvsj.

The fourth case is similar to the previous one.
To prove the last case, use (1.4) and Remark 5.17 to express

[mvswxvm]c = [$V5t7 [xmkvxmg‘]c]c
:[X(Vsta ult)<1 - Qt,t+IQt+1,t)$u1t$vsk7xulj]c
+ X(V5t7 ulk)xulk (X(Vsta ult)(l - qt,t—l—IQt—i-l,t)xultxvsj)

— x(uig, ur) (X (Vst, u1e) (1 = Gt 41Gt41,6) Ty, Ty ) Ty, -

and the proof finish using (1.5) and the previous identities. (]

Theorem 5.19. Let V' be a standard braided vector space of type By, 0 =
dimV, and C = (aij)i,je{17.__,9} the corresponding Cartan matrix of type By.

The Nichols algebra B(V') is presented by generators x;, 1 < i < 6, and
relations

PN =
ade(z;)' "9 (2;) =

0, acAt;
0
[(adz;_1)(ad xj)xjq1,25], = O
0
0

i 7 7
1<j<(9,q]‘j:—l;

q11 € Gz or goo = —1;

[(ad x1)%zo, (ad :cl):zg] . =

[(ad 21)?(ad z2) x5, (adxl)xg]c = 0, q1€Gs3orga=-1.

Moreover, the following elements constitute a basis of B(V):
(5.26) aplal?...alh,  0<h;<Ng -1, if B€S, 1<j<P

Proof. The proof is analogous to the corresponding of Theorem 5.14, since
by previous Lemmata we express the commutator of two generators z, < g
as a linear combination of monotone hyperwords, whose greater hyperletter
is great or equal than xg. O
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5.4. Presentation when the type is Gs.
We consider now standard braidings of Go type, with mq2 = 3, mo; = 1.

Lemma 5.20. Let B :=T(V)/I, for some I € &, such that in B hold
(5.27) (ad z1)*zy = (ad 29)%x1 = 0;
(5.28) eV =0, i=1,2, N;:=ordg.

(a) [z}zox1m2], = 0 <= 4dey + 2ex ¢ AT (B);

Assume now that (a) holds in 6. Then

(b) [(ad x1)?z, (ad x1)%22] , = 0 <= be1 + 2e2 ¢ AT (B);

(c) [[$1$QIE1SE2] [mlxg]c]c =0 <= 4de; + 3ex & AT(B);

Assume also that (b), (c¢) holds in B, then

(d) H:L‘lxg] [x%xgxlxg]c]c =0 <= bey + 3ex & AT(B).

In particular, oll these relations hold when V is a standard braiding and
B = B(V) is finite dimensional.

Proof. Order the letters x1 < x5, and consider a PBW basis as in Theorem
1.12. We denote v := Hogjgkfl(l — q}1q12921).

(a) If the first assertion is true, then 4e; + 2eo ¢ AT (9B) since there are
no possible Lyndon words in S;: z3z2x179 is the unique Lyndon word such
that x:{’xg, xlx% are not factors, and it is not in S7 because of the hypothesis.

Reciprocally, if 4e; + 2e5 ¢ AT(B), then [:L‘I:cgfvla:g] is a linear com-
bination of greater hyperwords, and [:Elxgxz{’xg]c [x%x%xg] are the unique
greater hyperwords that are not in S; and do not end in x; (we discard
words ending in x; since [x?:nlexg]c is in ker Dq). So, taking their Shir-
shov decomposition, there exist a, 3 € k such that

2
(5.29) [:ci{’xgxlxg]c — afzy22], [xi{’xg]c -0 [x%xg]c = 0.
Note that [azlxg:rl:cg] =adx; ([x%xgxlxg]c), so by direct calculation,

Do ([mlxgxlxg] ) =0.

Then, we apply D to both sides of equality (5.29) and express the result
as a linear combination of [3:11:2] 1, [x%xg]cx% and [:clxg]cx‘;’, then the
coefficient of [x129], 23 is

a(l = q12g21)(1 — q11q12921),

so a = 0. Then, note also that
D? 1D2 ([xlxgxl:rz] ) 0,
but
DiDs ([$1I2]2) = (I = qi2q21) (1 — q11912921) (1 + q11)(q2¢1 +e5 + 1) [331562}

Looking at the proof of Proposition 4.7, g2¢,+4e, # —1, so 8 = 0.



58 IVAN EZEQUIEL ANGIONO

(b) Under the conditions (a), (5.27) and (5.28), the unique possible Lyn-
don word of degree 5eq + 2e; is x:f:nga:%:z:g, and

[(ad x1)3x2, (ad x1)2x2]

Then we proceed as before. One implication is clear. For the other, if
Se1 + 2e; ¢ AT(B), then there exists o € k such that

[(ad x1)3x2, (ad 331)2332]6 = «a(ad xl)zxg(ad J)l)gl'z.

Then, we apply Do and express the equality as a linear combination of

(ad x1)3222% and (ad x1)2x92? (We use that (adx1)*ry = 0 by hypothesis);

the coefficient of (ad x1)%x923 is a3, so a = 0.

[x%xzmlxgxlxg]c = c”

(¢) The proof is similar. Since we consider Lyndon words without z3x,
1173 as factor, the unique possible Lyndon word of degree 4e; -+ 3e; is
l’%l‘QLUlZUQQTlZL‘Q, and

[m%xzmlxgxlxg]c = [[%%xlelig]c ) [a:lxg]c]c.
If deq + 3e; ¢ AT(B), then there exist a; € k such that

[$%$2(ZI}1$2)2}C = o [z122], [CL‘%ZL‘QZEll‘Q]C + s [xlwg]g [1‘%1‘2]0

+aza [130) ] + oums [w122],, [2322)]

since we discard words greater than $%$2$1$2£I)11’2 ending in x; as above;
we also discard words with factors zjze, 2173, z3x92329, by the hypothesis
about B. We apply D> to this equality. Using the definition of braided
commutator, express it as a linear combination of elements of PBW basis,
which have degree 4e; + 2es.

The coefficient of xy [z1x9] Cxi’ is aq7y3 since this PBW generator appears
only in the expression of Da(z2 [z122], [xi)’xg]c) Then, ay = 0.

Using this fact, the coefficient of xo [:Uif@]c:rl is

agy2(1+ qi1)at1912051 922

since it appears only in the expression of D;(x2 [l’%.’ﬁg]z) Then, ag = 0.
Now, look at the coefficient of [mlazg]gmf It is aay2, so g = 0. Then, we
calculate the coefficient of [z3x2]%:
a1z (x(e1,5e1 +e2) — x(2e1 + ez, e; +e2)) = a172¢11q12 (Q% — ¢22¢12¢21) -
As ¢}, # q22g12q21 for each standard braiding, we conclude a; = 0.
(d) If (b), (c) holds, then the unique possible Lyndon word which does
not have factors m‘ll:vg and :zlsc% of degree be; + 3es is x%xgx%xga:lxg, and
[:E%l‘zl‘%l‘gl’lﬂjg] c = H:E%l‘z] ¢? [x%LL‘Ql'le] C] ¢
Then this hyperword is not in Sy iff there exist v; € k such that
2
[.%'%32‘21’%1’2281.%2]0 =1 [l‘%{ngle]c [x%xz]c + vy [122], [x%xg]c

(5.30) 4 v3 [3711:2]2 [w?xg]c + vaxo [m%:cg]c [a::l)’:zzg]c )
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Apply Dy and note that Dg([xfng%xgxlxg] c) = 0 under the hypothesis
of 9. Then, express the resulting sum as a linear combination of elements
of the PBW basis, which have degree 5e; + 2es.

The hyperword zo[z3w2)z? appears only for Do(xo [x%mg]c
its coefficient is v4y3, and as 3 # 0 we conclude that v4 = 0.

Analogously, [z122)? 23 appears only for [z;2]? [23x2], (due to vy = 0).
Its coefficient is v373, so v3 = 0.

Note that D%Dg([x%xgzclxg]c) = 0. We apply D?Ds to the expression
(5.30), and obtain

[:U:i’xg] C), and

0 =1172(1 + qu1) [#Tzm122], + 1272 (1 + q11) (1 + G2ey 4o ) [T172)c[]T2]c.
[$%$2x1xg]c and [z122)c[r372]. are linearly independent, since they are lin-
early independent in B(V'), and we have a surjection B — B(V). Then,

v1ve(L 4+ qi1) = vay2(1 + qu1) (1 + @2e;4e,) = O.
But for standard braidings of type G2 we note that qi1, ¢2e,+e, 7 —1 and
Y9 # 0, 80 v = 19 = 0.

The last statement is true since
AT(B(V)) = {e1,e1 + e2,2e1 + €2,3e1 + €2, 3e1 + 2ea,e2},
if the braiding is standard of type Gs. (]

Remark 5.21. Let V be a standard braided vector space of Go type, and
B a braided graded Hopf algebra satisfying the hypothesis of the Lemma
above. In a similar way to Lemma 5.5, if q11 ¢ G4, g2 # —1, then 5e; +
2e9,4e1 + 2eodeq + 3es, e + 3es ¢ AJF(%).

It follows because 1':1333'2.%%332, 1’%:6’2.%13321’1.%’2, x%xgx%mxlmg ¢ Sy, using the
quantum Serre relations as in cited Lemma.

Theorem 5.22. Let V be a standard braided vector space of type Go.
The Nichols algebra B (V') is presented by generators x1,x2, and relations

(5.31) zNe = 0, aeAT,
(5.32) ade(71)*(22) = adc(z2)*(z1) = 0,

and if g1 € Gy or g0 = —1,

(5.33) [(ad 21)%22, (ad 21)? xa], = 0,

(5.34) (21, [awamizs] ] = 0,
(5.35) [[#fzozi22],, [2122],], = 0,
(5.36) [[#122], . [wlmamias] ], = 0.

Moreover, the following elements constitute a basis of B(V):

x;lez [$1$2]gel+62 [x%$2$1x2} Z3€1+262 [I%xz] Z2el+52 [leng]hseﬁ-eQ xfll 1

(5.37) 0<ho <Ny-—

)
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Proof. The statement about the PBW basis follows from Corollary 4.2 and
the definitions of z,’s.

Now, let B be the algebra presented by generators x1,xo and relations
(5.32), (5.31), (5.33), (5.34), (5.35) and (5.36). From Lemma 5.20 and
Proposition 5.2, we have a canonical epimorphism of algebras ¢ : B —
B(V).

Consider the subspace J of B generated by the elements in (5.37). We
prove by induction in the sum S of the h,’s of a such product M that
x1M € J; moreover, we prove that it is a linear combination of products
which first hyperletter is least or equal than the first hyperletter of M. If
S =0, we have M = 1. Then

o If M = :L‘{Vl, then x1 M = 1,11\71+17 that is zero if Ny = ordx; — 1.

o If M = [:U:facg]cM’, then we use that x; [x:fzvz]c = q%lfhz [x:%-:UQ]cxl to
prove that 1M € J, and it is zero or begins with [l’?l‘g]c.

o If M = [a3z,] M’, then we use that

xr1 [13%1172] c [IE?SEQ]C + q%1q12 ['T%xﬂc L1

So, we use the inductive step and relation (5.33) to prove that x1M € J,
and it is zero or a linear combination of hyperwords that begin with an
hyperletter least or equal than [m%xg]c.

o If M = [m%xgxlxg]CM’, then we deduce from (5.34)

1 [m%xgxlm]c = x(e1,3e1 + 2e3) [x%xgxl:rg]cxl,

and using also relations (5.35), (5.36), we prove that x1 M € J, and it is zero
or a linear combination of hyperwords that begin with an hyperletter least
or equal than [m%wlexg]c.

o If M = [z1x2]. M, then observe that

ry [x120], = [ﬁl’ﬂc + qu1q12 [x122] 1.

In this case, using inductive step, relations (5.34), (5.35), and that

[#1xo]  [w1200], = [[ef2] ,, [1122] ],
+ x(2e1 + e, €1 + e2) [z122], [x%mg]c,

by definition of braided commutator, we prove that 1M € J, and it is zero
or a linear combination of hyperwords that begin with an hyperletter least
or equal than [z1z2],.

o If M = xoM’, then we use that z1x9 = [z122], + qi2z2x1, and also
[[x122],, 2], = 0 to prove that x1 M € J, and it is zero or a linear combina-
tion of hyperwords.

Now, xoM is a product of non increasing hyperwords or is zero, for each
element in (5.37), so J is an ideal of B containing 1, and then J = B. As the
elements in (5.37) are a basis of B(V'), we have that ¢ is an isomorphism. O
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5.5. Presentation when the braiding is of Cartan type.

In this subsection, we present the Nichols algebra of a diagonal braiding
vector space of Cartan type with matrix (g;;), by generators and relations.
This was established in [AS3, Th. 4.5] assuming that g;; has odd order and
that order is not divisible by 3 if ¢ belongs to a component of type G2. The
proof in loc. cit. combines a reduction to symmetric (g;;) by twisting, with
results from [AJS] and [dCP]. We also note that some particular instances
were already proved earlier in this section.

Fix a standard braided vector space V with connected Dynkin diagram
and a natural i € {1,...,0}. Suppose that B is a quotient by an ideal I € &
of T(V). We assume moreover that

(5.4) holds in B, if 1 <i#j <0;

(5.5) holds in %, if Mg = Mgl = 1, mj = O;
(5.38) (5.7) holds in B, if my; =2, my, = 1;

(5.9)

V' is not of type Ga.

Note that if (5.4) holds in an algebra with derivations D;, then (2.11) holds
also, by Lemma 2.7. By 2.6, we have an algebra s;(*8) provided with skew
derivations D;. We call & = (adcz;)™*(z)#1 € s,(B), for k # i, and
T; = 14#ty. They generate s;(B)! as vector space.

holds in B, if my; =2, mjp ==mj; =1, my = 0;

Under these conditions, we prove:
Lemma 5.23. The graded algebra s;(B) satisfies (5.38).
Proof. STEP I: we prove that s;(B) satisfies (5.4).

Proof. Each mey, +e;, 0 < m < my; is an element of A(B(V;)), so s;(mey, +
e;) € A(B(V)). As we have a surjective morphism of braided graded Hopf
algebras B — B(V), we have A(B(V)) C A(B).

From Lemma 5.3, (ad. Z;)™Z; = 0 if and only if )"z, is a linear combina-
tion of greater words, for an order in which z; < z;. Then, by the relation
between the Hilbert series of B and s;(8) established in Theorem 2.6, (5.4)
for s;(B) is equivalent to

si (myj + ey +ej) ¢ AT(B).
When k = i # j, this says —e; +e; ¢ AT(B) so (5.4) holds.
To prove (5.4) for s;(B) when j = i, we prove that
(mki +1)ex + ((mgi + V)map — 1)e; ¢ AT(B).
We analyze several cases.
o If my; = my, =0, we have e, — e; ¢ AT(B).
o If my; = my, = 1, then 2e; + e; ¢ AT(B), because (ad z)%x; = 0.

o If my; = 1,my, = 2, then 2e;+3e; ¢ AT (9B), since we apply Lemma
5.5 to B and it satisfies relation (5.7) by hypothesis.
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o If my; = 2,mir = 1, then 3e, + 2e; ¢ AT(B), as before.
Then (5.4) holds, for each k # .

Now, consider 6 > 3, and k, j # i.

If m, = my; = 0, then s;(mey, +e;) = me, +e€;, and (my; + 1)e, +e; ¢
AT(B), since the quantum Serre relation holds in B.

If m; = 1,m;; = 0, then s;(mey + e;) = me; + mey, + e;. If we consider
xj < x; < x}, and look at the possible Lyndon words in S7, from (5.4), it
has no factors x?mk, xjx;, so the unique possibility is x;(zgz;)™.

o If my; = 0, then xjz2; = gjperejz;, so xjrpr; ¢ Sr.

o If my; = 1, then x;xx2, ¢ St when my; = 1, since (5.5) is valid in B,
or when my; = 2 we have qi # —1 and

wi(zer:)? =1+ qre) " q 2jaiel + (1 + qre) ™ qradin, 50072
=i Gy G kTR + (L + qek) 0 G G TR0
+ (U4 )™ qridingsi iz,
so in both cases, z(zx;)* ¢ SJ.

o If my; = 2, then my; = mj;, = 1 and g, # —1. The proof is similar to
the previous case.

If my, = 2,m;; = 0, then s;(mey, +e;) = 2me; +me;, +e; and my; =0, 1.
When my; = 0, the proof is clear as above. When my; = 1, for j < k < i and
considering only the quantum Serre relations, the unique possible Lyndon
word is zj(zx2?)?. But from [[z2zg]c, [T:7k]]c = 0, we deduce that such
word is not in Sj.

If m, = 0,m;; = 1, then s;(mey, +e;) = e, + me, +e;. If k < i < j,
note that from xx;, xZW +1:c]~ ¢ Sy, there are not Lyndon words of degree
e; + (mkj + ey + e; in S7.

If mir, = 0,m;; = 2, then s;(mey, + e;) = 2e; + mey, + €5, and the proof
is analogous to the previous case.

If mir, = my; = 1, then my; = 0, and s;(e;, + €;) = 2e; + e, + e;, which
is not in A*(B) from Lemma 5.4.

If mir, = 2,my; = 1 (it is analogous to m;, = 1,m;; = 2), then my; = 0
and s;(e + €;) = 3e; + e, + e;. In this way, ¢;; # —1 and if z, < z; < zj,
then the unique Lyndon word without x?a?j, a:ka:f as factors is

wprivies =1+ qi) " g oprieg + (1 + gi) ™ G qimrriz; o]
ek(zizpriz) + k(vioprir;) + k(ziepa;) + k(zprzja?),

using the quantum Serre relations, and then there are not Lyndon words of
degree 3e; + e, +e; in S7.
So, (5.4) holds, for each k,j # i,k # j. O

STEP II: 5;(*B) satisfies (5.5).
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Proof. Consider my; = my; = 1. We prove case-by-case that
si(2e +ej +e) ¢ AT(B).

o m;; = my, = my = 0, then s;(2e; +e;+e;) = 2e,+ e +ey, so it follows
from Lemma 5.4, because 2ej, + e, + e; ¢ AT(B).

e m;; # 0 (analogously, m; # 0), so m;; = my = 0, because there are no
cycles in the Dynkin diagram. Then s;(2e;+e;+€;) = 2e,+e; +e;+myje;,
and if we consider x;, < x; < x; < wx;, using that xpx; = quvivE, T2 =
g1tz and xyz; = qx;x;, and also that xi:cl, xzxj ¢ Sr, we conclude that
all possible Lyndon words of degree 2ej, 4 e; + ¢; + m;je; are not elements
of Sy, except zpzrpT T, ©, but also it is not an element of Sy, because
zrzizgx; & Sp. Then, 2e; + e + € + myje; ¢ AT (B).

e m;; = 1, and therefore m;; = my = 0, then, s;(2e; + e; + ;) =
2ei+ej+e+2m;e;, and if we consider z; < x; < x < xj, using that z;z; =
qjiTixj, x50 = qrr; and xyx; = qur;r;, and also that x%m,x%xj ¢ Sp, we
discard as before all possible Lyndon words of degree 2ej, +e; +e; + 2m;e;,
except xlxkacjxkx?mij, but it is not an element of S, because xyxixR2; ¢ ST
Then 2ej, + e;t+e + Qmijei ¢ A+<%)

e i = j (or analogously, i = 1): s;(2e,+e;+e) = 2e;+e;+e ¢ AT(B)
if m;, = 1 by Lemma 5.4, or s;(2ey, + e; + €;) = 2ej, + 3e; + ¢, ¢ AT(B) if
mj = 2, by Lemma 5.5.

o=k sp(2e,+e;+e)=e;+e ¢ AT(B), since mj; = 0.

Also, if u € {e, + ej,e; + e, ex,ej, €}, then u € A(B(V;)), so si(u) €
A(B(V)). The canonical surjective algebra morphisms from 7'(V') to B and
B(V) induce a surjective algebra morphism B — B(V), so A(B(V)) C
A(®B); in particular, each s;(u) € A(B).

Consider a basis as in Proposition 1.11 for an order such that z; < z3, <
x;. From Lemma 2.7, x;x, 12, xj2,7; are elements of this basis, since they
are not linear combination of greater words modulo I;, the ideal of T'(V})
such that s;(B) = T'(V;)/1;. In the same way, (xpx)(xjzr), Tixg(xjTg),
(xpx)) e, on(zjzpe), xlx%a:j (if xi # 0) are elements of such basis, where
the parenthesis indicates the Lyndon decomposition as non increasing prod-
ucts of Lyndon words. Also, ;;, Jrjxi, x%ml are not in such basis by (5.4).
By the relations between the Hilbert series in Theorem 2.6 and the fact that
2e, +e;+e & s;i (AT(B)), we note that z;zzzy, is not an element of such
basis. Then, this word is a linear combination of greater words. By Lemma
5.4, this implies that (5.5) holds in s;(B). O

STEP III: s;(*B) satisfies (5.7).
Proof. As before, we prove first that s;(3e; + 2e;) ¢ AT (B) case by case:
e m;; = m;; = 0, then s;(3e; +2e;) = 3e; +2e; ¢ AT (B) by hypothesis.

e m;, = 0,m;; =1, then s;(3e, + 2e;) = 2e; + 3e;, + 2e;. If consider the
order in the letters x;, < x; < xj, a Lyndon word of degree 2e; + 3ej, + 2¢;
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in S7 begins with zj, and z,x; is not a factor, because zpx; = qiv;z;.
Then the possible Lyndon words with these conditions are mixjxikaja:i
and xzxj:rkxjx%; the first is not in S; because from (5.5) for j, k,i we can
express T;T;T;x; as a linear combination of greater words, and the second
is not in S because m%xjxkxj ¢ Sr.

e m;, = 1,m;; = 0, then s;(3e;, + 2e;) = 3e; + 3e, + 2e;. If con-
sider the order in the letters z; < x; < z, a Lyndon word of degree
3e; + 3ex + 2e; in St begins with x;, and z;z; is not a factor. Using that
also :L'ka,x?xk ¢ Sr, the possible Lyndon word with these conditions is
TjTRTT; T T;TET;. But from the condition in the m,.s’s, we are in cases Cy
or Fy, and we use that (ad xi)2xk =0, gi; # —1 to replace x;xx; by a linear
combination of :c?wk and ka?, and also use xjx; = ¢;;x;x;, so we conclude
that TjXRT;TjT T LT §é Sr.

o i=j: si(3e;+ 2e;) = e, +e; ¢ AT(B), since my; = 2.

o i =k si(3ex + 2e;) = e + 2e; ¢ AT(B), since m;j, = 1.

If v e {e;+ej,2¢e,+ej, e, e}, then v e A(B(V;)), so si(v) € A(B(V)).
As A(B(V)) C A(®B), in particular we have that each v € s; (A(8)).

As in a), consider a basis as in Proposition 1.11 for an order such that
zp < ;. In a similar way, zjx;, wzxj are elements of this basis, but l’%l’j
and xk:cjz are not in such basis by (5.4). From Lemma 2.7, (zyx;)(z3;),
zj(xix)zr, (vpxj)’ay, vj(vpr;)as, x?mi (the last if x?,xz # 0) are not
linear combination of greater words modulo I;, so they are elements of pre-
vious basis. And by the relations between the Hilbert series and the fact
that 3e; +2e; & s; (AT(B)), we note that the Lyndon word z3x;z;x; is not
an element of such basis. Then, this word is a linear combination of greater
words, and by Lemma 5.5, this implies that (5.7) holds in s;(*B). O

STEP IV: 5;(B) satisfies (5.9).
Proof. We prove case-by-case that
si(Sek + 2ej + el) ¢ A+(%)

o m;; = m;j =my = 0: s;(3e, + 2e; + €;) = 3e;, + 2e; + ¢, and it is not
in AT(2) by Lemma 5.6.

e i £ j kI and my, # 0: the unique possibility is m;r = mg; = 1, so
V is of type Fy. Then, s;(3ex + 2e; + €;) = 3e; + 3e;, + 2e; + e;. For the
order x; < x; < xp < x;, the unique possible Lyndon word without factors
:le?, LIk, T1T4, :njza:k, TjTi, LT3, T2x; I8 1T 0RTTTETTET;. Using the
quantum Serre relations, and the fact that ¢; = qrr # —1, we obtain that
this Lyndon word is not in S;. Then, 3e; + 3¢ + 2e; + e, ¢ AT (B).

o i # j,k,l and m;; # 0: there are not standard braided vector spaces
with these mg’s.

e i # j k.l and my # 0: the unique possibility is m; = my; = 1. Then,
si(3er + 2e; + e;) = 3e;, + 2e; + € + e; If we consider z}, < z; < 1 < 2y,
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then the unique possible Lyndon word of such degree without factors x,x;,
TpTi, TjT4, :L‘zl‘j, IL‘kl’jQ is z%xj:vlznikai. But by hypothesis,

Hxix]wl]c , [a:kxj]c]c = [a:i, [wk:cj]c]c =0,

so [m%xjxlxi:ck:ri]c = szxjxlxi]c , [mka:j]c]c =0, and a:ixjml:rimkxi ¢ St

oi=1Fk: s;(3e; + 2ej + e)=-¢e; + 2e;j + ¢ ¢ AJF(%), by Lemma 5.4.

oi=j: s;(3er+2e; +e)=3e,+2e; +e ¢&AT(B), by Lemma 5.6.

o i =k si(3ep +2e; +e;) = e, + 2e; +e; ¢ AT(B), as before.

Now, if w € {ey, ej, e, e,t+ej, ept+ejte;, 2e,+e;, 2ep+ej+ep, 2e+2e;+
e}, then w € A(B(V;)), so si(w) € A(B(V)), and then s;(w) € A(B).

Consider a basis as in Proposition 1.11 for an order such that x; < xz; <
x;. Then, x;xy, x1x; are elements of this basis. We know 2y, x%xj, xkx?,
TRTjT T, xzwjxka:j are not elements of such basis, since in % hold (5.4),
(5.5) and (5.7). By Lemma 2.7, the relations between the Hilbert series in
Theorem 2.6 and the fact that 3ej, +2e;+e; ¢ s; (AT (B)), we note that the
Lyndon word xzxjxlxkxj is not an element of such basis. Thus this word

is a linear combination of greater words. By Lemma 5.6, this implies that
(5.9) holds in s;(*B). O

As s;(9B) is of the same type as B, we conclude the proof. O

Let V of type different of Go. We define the algebra B(V) := T(V)/3(V),
where J(V) is the 2-sided ideal of T'(V') generated by

o (adcxyp)™i ey, k # j;

o [(adcxj)(ade zp)xr, 2kl L # Kk # J, qre = —1, My = myg = 1;

o [(adcxp)?zy, (ade xp)xj] , k # j, qur € Gz or qj5 = —1, my; =
27mjk’ = 17

o [(adcap)*(adeaj)y, (ade zp)zj] , k #  # 1w € G3 or g5 = —1,
mkj = 2,mjk = mjl =1.
Compare with the definitions in [AS3, Section 4]. Since V is of Cartan
type, J(V) is a Hopf ideal, by Lemmata 5.7, 5.8 and 5.9. As also J(V) is
ZP-homogeneous, we have J(V) € &.
By Lemmata 5.4, 5.5 and 5.6, the canonical epimorphism T'(V) — B(V)
induces a epimorphism of braided graded Hopf algebras

(5.39) v B(V) — B(V).

Also, B(V) satisfies for each i € {1,...,0} conditions on Theorem 2.6, so
we can transform it.

A

Lemma 5.24. With the above notation, s;(B(V)) = B(V;).

Proof. By Lemma 5.23, the relations defining J(V;) are satisfied in s;(B(V)).
Then, the canonical projections from T'(V;) onto B(V;), s; (%(V)) induce
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a surjective algebra map %(W) — 8 (%(V)) Reciprocally, each relation

defining J(V) is satisfied in s;(B(V;)), so we have the following situation:

<

B(V;) s (%(V)) :

B(V)

55 (ﬁs(m))

From the relation between the Hilbert series in Theorem 2.6, for each u € N?
we have

dim s;(B(V))* = > dim B (V)i (u—ke:),

keN: u—ke;eN?, s;(u—ke;)eN?

and a analogous relation for dim s;(B(V;))". But from the previous surjec-
tions we have

dim s;(B(V))* < dim B(V;)¥,  dim s;(B(V;)* < dim B(V)Y,

for each u € N?. Using that s% = id, each of above inequalities is in fact an

equality, and s;(B(V)) = B(V;). O

We are now able to prove one of the main results of this paper.

Theorem 5.25. Let V' be a braided vector space of Cartan type, of dimen-
sion 8, and C' = (aij)i,je{l,--.ﬂ} the corresponding finite Cartan matrix, where
aij = —mij.

The Nichols algebra B(V') is presented by generators x;, 1 < i <6, and
relations

(5.40) N =0, aecAT,
(5.41) ad,(x),)' % (zj) =0, k#j;

if there exist j # k # 1 such that my; = myg =1, qp = —1, then

(5.42) [(ad zg)zj, (ad wg) 2], = O;

if there exist k # j such that my; = 2,mj, = 1, qux € G3 or q;; = —1, then
(5.43) [(ad xy)2x;, (ad xk)ajj]c =0;

if there exist k # j # | such that my; = 2,mj, = my = 1, g € G3 or
qj5 = —1, then

(5.44) [(ad zx)*(ad 2;) 2y, (ad zx)z;] = O;

c_
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if 0 =2 and V if of Go type, q11 € G4 or quo = —1, then

(5.45) [(ad x1)3x9, (ad x1)2x2]c =0,
(5.46) 21, [931902$1$2] C]C
(5.47) Hxlﬂsgz‘lxﬂ [x1229 C}c
(5.48) Hxlxg} [mlxlexg] ]C

Moreover, the following elements constitute a basis of B(V):

hih R ) .
mﬂixﬁi xﬁg, 0<hj<Ng —1, i B;€S, 1<j<P

Proof. We may assume that C' is connected. If V is of type Go, then the
Theorem was proved in Theorem 5.22. So we can assume my; # 3, k # j.

The statement about the PBW basis was proved in Corollary 4.2 — see
the definition of the x,’s in Subsection 4.2.

Consider the image of z, in %(V); they correspond in B (V') with x,, and
are PBW generators for a basis constructed as in Theorem 1.12, considering
the same order in the letters. As we observed in (5.39), there exists a

surjective morphism of braided Hopf algebras S%(V) — B(V), so
A(B(V)) € AB(V)).

Also, %(V) verifies the conditions in Theorem 2.6 for each i € {1,...,6},
so we can transform it. By Lemma 5.24, the new algebra is B(V;). So, we
can continue. Then, consider the sets

A = U{A(Sz‘l Szk%) ke N,l < il,...,ik < 9},
AT = ANNY
and then A is invariant by the s;’s. Also, A(B(V)) C A, and
A(siy -5, B(V)) = siy -+ 55, A(B(V)).

Consider a € AT\ AT(B(V)). Suppose that o # ma, for all m € N
and ¢ € {1,...,0}, of minimal height among these roots. For each s;, as
a is not a multiple of a;, we have s;(a) € AT\ AT (B(V)), and then
gr(si(a)) — gr(a) > 0. But a = Zle bie;, so Z?:l bia;; <0, and as b; > 0,
we have ZZ j=1bia;jb; < 0. This contradicts the fact that (a;;) is definite
positive, and (b;) > 0, (b;) # 0.

Also, me; € A*(%) & m = Ne,, 1, since a: ¢ = (0. Then,

A(B(V)) = A(B(V)) U{Naav: a € A(B(V))}.

It follows since by Corollary 4.2 each o € AT (B(V)) is of the form
Oé:Sil"'Sim(ej), il,...,im,jE{l,...,e}.

Now, Ne,e; € A(B(V)), so

Noa = Neja = 84, -+ 84, (Ne,€j) € A(%(V))
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Also, each degree N, has multiplicity one too in A(B(V)).

Now, for degrees N,a, suppose that there are some Lyndon words of
degree N,a, and consider one of them of minimal height. This word u has
a Shirshov decomposition

u = vw, B = deg(v), v := deg(w) € AT(B(V)).

From the previous assumption, we have 3,7 € AT(B(V)). Write

0 0 0
a=) arer, B= b, ¥=) crer
k=1 k=1 k=1

so Nyay, = b + ¢, for each k € {1,...,0}. We can consider a;,ap # 0 (if
not, we look at a smaller subdiagram).

Now, if we consider V' of type Fy and 3 = 2e; + 3es + 4e3 + 3ey4, then
c1=0,a1=1, Ny =2,0ra; =c; =1, N, =3, since «a,v # (.

e If N, = 3, then 3as = 3+¢2. Then, co =0,s0¢c3 =c4 =0, or cg = 3,
and c3 = 4, ¢4 = 2. But in both cases we have a contradiction to
a € N4,

o If Ny, =2, ¢; =0, then co, ¢4 are odd, and c3 is even, not zero. The
unique possibility is v = e2 + 2e3 + €4, so a = e1 + 2e2 + 3e3 + 2ey.
But g, = q¢ # —1, so N, # 2, which is a contradiction.

Thus, we can consider bj,c; < 1 or bg,cg < 1,s0a; = by =c; =1 or
ag = by = cg = 1, and in both cases, N, = 2. For each possible g with
b1 # 0 (by assumption of a; # 0, we have b; # 0 or ¢; # 0, we look for ~
such that 8 4~ has even coordinates. In types A, D and F there are not
such pairs of roots. For the other types,

(1) Bg: B =vig, v = Wiy16. Then, a = uyy, but ¢o = q11 # —1, which
is a contradiction.

(2) Cp: B =wi1, ¥ =ep. Then, o = uyg, but g, = qgg # —1, which is a
contradiction.

(3) Fy: B=e1+ex+2e3+2ey, v =e1+eq, or §=e;+2er+2e3+2ey,
~v = e;. In both cases, « = e; + ey + e3 + ey, but ¢, = ¢ # —1,
which is a contradiction.

Nq

~%, and each z, as before has

Then, each root N,a corresponds to x
infinite height. The elements

hi . h h . .
f’f,@i%i---%? 0<hj<oo, if B €8, 1<j<P,

constitute a basis of B(V) as vector space.

Now, let I(V') be the ideal of T(V) generated by relations (5.41), (5.42),
(5.43), (5.44), and also (5.40). Then we have J(V) C I(V) C I(V), so
the corresponding projections induce a surjective morphisms of algebras
¢:B — B(V), where B :=T(V)/I(V).
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T(V) —=B(V)
s

B(V) p B

Also, the elements

h . .
xZinﬁxgi, 0<h; <Ng, if €S, 1<j<P

generate B as vector space, because they correspond to the image of ele-

A~

ments that generate B(V'), and are not zero (each non increasing product
of hyperwords as before such that h; > Npg, is zero in B). But also ¢ is
surjective, and the corresponding images of these elements constitute a basis
of B(V), so ¢ is an isomorphism.

O
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