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ON NICHOLS ALGEBRAS OF DIAGONAL TYPE

IVAN ANGIONO

ABSTRACT. We give an explicit and essentially minimal list of defining relations of a
Nichols algebra of diagonal type with finite root system. This list contains the well-
known quantum Serre relations but also many new variations. A conjecture by An-
druskiewitsch and Schneider states that any finite-dimensional pointed Hopf algebra
over an algebraically closed field of characteristic zero is generated as an algebra by its
group-like and skew-primitive elements. As an application of our main result, we prove
the conjecture when the group of group-like elements is abelian.

INTRODUCTION

1. Let k be an algebraically closed field fo characteristic zero and let 6 be a natural
number. Let q = (¢ij)1<ij<¢ be a matrix with invertible entries on k and let V' be a
vector space of dimension 6. The Nichols algebra associated to q is a graded connected
algebra B(V) = @,>oB"(V) with many favourable properties. It plays a fundamental
role in the classification of finite-dimensional (or finite growth) pointed Hopf algebras.
Precisely, a basic question in the classification Program [AS1] is the following:

Question 1. [An, Question 5.9]: Given (V,q), determine if the associated Nichols algebra
B(V) is finite-dimensional. In such case, compute the dimension of B(V) and give a
presentation by generators and relations.

The first part of this question has been answered by Heckenberger [H3], who obtained
the list of all matrices q whose associated Nichols algebra has a finite root system. Roughly,
this list contains three classes of matrices:

e Standard matrices [AA]: they are associated with finite Weyl groups. Their root
systems coincide with root systems of finite Cartan matrices. This family includes
properly the so-called braidings of Cartan type, in particular the matrices related
with the positive part of the small quantum groups.

e Matrices of super type [AAY], related with the positive part of quantized envelop-
ing algebras of contragradient Lie superalgebras. Their root systems become from
the corresponding Lie superalgebras.

e A finite list of exceptional matrices, whose associated diagram has connected com-
ponents with at most 7 vertices, and the scalars defining these braidings are roots
of unity of low order.

There are several answers to the second part of Question 1 under particular assumptions:

> [L] for the positive part of quantized enveloping algebras of semisimple Lie algebras
and small quantum groups, using the full representation theory of quantum groups;

>> [AS2] for braidings of Cartan type;

>> [A1] for braidings of standard type;

>> [Y] for the positive part of quantized enveloping algebras of contragradient Lie
superalgebras;
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> [AAY] for braidings of super type;
>> [H1], giving a general form of relations for matrices of rank two;
>> [He| for some examples of rank two matrices, but giving explicit relations.

In [A2] we gave general formulae for defining relations of Nichols algebras of diagonal
type, see Theorem 1.25 below. The expression of those relations and the proof that they
generate the defining ideal are independent of Heckenberger’s classification; they rely in
Kharchenko’s and Rosso’s PBW bases [Kh, R] and a detailed study of convex orders in
generalized root systems [A2], through the classification of coideal subalgebras [HS]. In
this paper we refine the main result of [A2] and prove:

Theorem 1. A minimal set of relations of B(V') is obtained by considering relations of
the following type:

(1) Quantum Serre relations, and powers of generators x; corresponding to non-Cartan
vertices; they are needed to introduce Lusztig’s isomorphisms at the level of doubles
of tensor algebras.

(2) Relations in the image of the previous ones by the Lusztig’s isomorphisms, and
correspond to relations (23) in Theorem 1.25.

(3) Relations that guarantee that the ideal generated by the previous relations is a
braided biideal: they appear in the coproduct of relations of the item (2) in the
tensor algebra T'(V').

(4) Powers of root vectors (generators of the PBW basis) corresponding to roots in the
orbit of Cartan vertices.

See Theorem 3.1 for a complete and explicit set of relations. In this set we distinguish
relations appearing in [A2] for standard braidings, and relations in [Y] related with braid-
ings of super type. There exists also a large list of new relations, related with the set of
exceptional braidings or with braidings of super type evaluated in roots of unity of small
order.

2. The knowledge of the explicit relations of a Nichols algebra has several potential ap-
plications to the theory of pointed Hopf algebras, that we discuss now:

e One of the basic question in the Lifting Method [AS1, AS3] for the classification
of Hopf algebras is the following;:

Conjecture 1. [AS2, Conjecture 1.4] Let I" be a finite group and k an algebraically closed
field of characteristic 0. If H is a finite-dimensional pointed Hopf algebra over k such that
G(H) =T, then H is generated as an algebra by T’ and its skew-primitive elements.

This question was answered in [AS4] for braidings of Cartan type under some mild con-
ditions. This result was extended to the case of standard braidings in [AGI]. In Section 4
we obtain as a consequence of Theorem 3.1:

Theorem 2. Let H be a finite dimensional pointed Hopf algebra over an abelian group I.
Then H 1is generated as an algebra by I' and its skew primitive elements.

That is, we answer positively Conjecture 1 in a general context: when G(H) is any
abelian group. This Theorem is also applied to the known cases of finite-dimensional
Nichols algebras over non-abelian groups

e Another crucial step of the Lifting Method is to obtain all deformations of the
pointed Hopf algebras B(V)#kI'; that is, all the pointed Hopf algebras such that
their associated coradically graded algebras are isomorphic to B(V)#KkI.

This problem was solved for I" abelian in [AS4] — under the restriction that the order is
not divisible by 2,3,5,7. We believe that the explicit presentation in this paper would be
substancial to solve the question for any abelian group.
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e The explicit relations would be also useful in the study of various elements in the
representation theory of pointed Hopf algebras. In this direction, the theory of
Nichols algebras of diagonal type provides an uniform approach to the study of
quantum groups and quantum supergroups.

3. The plan of this paper is the following. We introduce the notion of Nichols algebras in
Section 1. We give a PBW basis of any Nichols algebra and some properties of this basis
following [Kh, R]. Next we recall the notions of Weyl groupoid and its associated root
system following [CH2, HS|, and make a connection with the theory of Nichols algebras
of diagonal type. We present the needed material from [A2], in particular Theorem 1.25,
a key result for our purposes.

Section 2 is devoted to Lusztig’s isomorphisms in the general context of braidings of
diagonal type [H4], extending analogous isomorphisms from [L].

In Section 3 we give the mentioned presentation by generators and relations, based in
the classification of braidings of diagonal type with finite root system [H3]. The strategy of
proof consists first to define Lusztig isomorphisms for the Drinfeld doubles of the braided
Hopf algebras U™ obtained by quotient by the relations in Theorem 1, except the group
in (4). This quotient is analogous to the algebra U, (g); the Drinfeld double u4(g) of the
Nichols algebra is a quotient of the previous algebra, as it was considered by Lusztig and
Andruskiewitsch-Schneider. We denote these two algebras by U™T and u™, respectively, so
ut = B(V). The existence of the Lusztig’s isomorphisms prove that the PBW generators
corresponding to the algebras U™ and their quotients u™ are the same, but the heigths of
some generators are not the order of the associated scalar in U*. Therefore we obtain u™
after to quotient U™ by some powers of root vectors as in (4).

Theorem 3.1 extends the presentation obtained in [A1l] for standard braidings, and in
[AAY] for braidings of super type, and gives a new proof in the case of braidings of Cartan
type, in particular quantized enveloping algebras Uy (g) and small quantum groups u,(g).

Finally, Section 4 is devoted to the proof of Theorem 2. We prove first that any finite
dimensional braided graded Hopf algebra of diagonal type

S = Bp>05n, So=kl, 512V,

generated as an algebra by V' is isomorphic to the Nichols algebra B(V'); this result extends
[AS4, Thm. 5.5], [AGI, Thm. 2.5], but the proof follows the same scheme.

Acknowledges. This work is part of the author’s PhD Thesis. I want to thank specially
to my advisor Nicolds Andruskiewitsch for his inspiring guidance, patience and supervision
during these years. I want to thank also to my family for all their support, and to Antonela
for all her love.

1. PRELIMINARIES

In this Section we recall results from different works needed in the sequel. First we
consider the existence of PBW bases for Nichols algebras of diagonal type [Kh, R], and
the rich combinatoric related to them. Next we recall the definitions of Weyl groupoid,
the associated root systems and some properties thereof [HS, HY]. We close this Section
stating a general presentation of Nichols algebras coming from [A2].

1.1. Lyndon words and PBW bases for Nichols algebras of diagonal type. To
begin with, we recall the definition of a Nichols algebras and show a characterization in
the case of a diagonal braiding.
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Definition 1.1. [AS3] Given V € YD, the tensor algebra T'(V') admits a unique struc-
ture of graded braided Hopf algebra in g)}D such that V' C P(V). Consider the family &
of all the homogeneous Hopf ideals of I C T'(V') such that

e [ is generated by homogeneous elements of degree > 2,
e [ is a Yetter-Drinfeld submodule of T'(V).

The Nichols algebra B(V') associated to V is the quotient of T'(V') by the biggest ideal
I(V) of 6.

Let (V. ¢) be a braided vector space of diagonal type such that q;; = qji for any i,j. Let
I' =7° and a1, ..., ag be the canonical basis. We set the characters x1, ..., xg of I' given
by xj(ai) = gij, 1 <i,5 < 0.

Consider V as a Yetter-Drinfeld module over kI" such that x; € V5. In this context we
can characterize the Nichols algebra as a quotient that admits a certain non-degenerate
bilinear form.

Proposition 1.2. [L, Prop. 1.2.3], [AS3, Prop. 2.10] There exists a unique bilinear form
() : T(V) xT(V) — k such that (1|1) =1, and:

(1) (zilz;) = &, for any i, j;
(2) (zlyy') = (mly)(@2ly), for any z,y,y' € T(V);
(3) (zz'ly) = (2|y)(@'|y2), for any x,2',y € T(V).

This is a symmetric form, for which we have:
(4) (zly) =0, foranyx €T(V)g, y €T(V)p, g,h €L, g#h.

The radical of this form {x € T(V): (z|ly) =0, Yy € T(V)} coincides with I(V'), so (-|)
induces a non-degenerate bilinear form on B(V) =T(V)/I(V), denoted also by (-]-). O

Therefore I(V) is a Z%-homogeneous ideal, and then B(V) is Z%-graded.

Let A be an algebra, P,S C Aand h: S — NU{oo}. We fix a linear order < on S.
B(P, S, <, h) will denote the set

{psfl...sft:teNO, s1>-->8, $ €8, 0<e <h(s), pEP}.

If B(P,S,<,h) is a k-linear basis, we say that (P,S,<,h) is a set of PBW generators,
whose height is h, and B(P, S, <,h) is a PBW basis of A.

We will describe a particular PBW basis for any graded braided Hopf algebra B =
®nenB" generated by B! = V as an algebra, where V is a braided vector space; we will
follow the results in [Kh].

Fix 6§ € N, and a set X = {x1,...,29}. Let X be the set of words with letters in X
and consider the lexicographical order on X.

Definition 1.3. An element v € X, u # 1 is a Lyndon word if for any decomposition
u=vw, v,w € X— {1}, we have u < w. We will denote the set of all Lyndon words by L.

Remark 1.4. e Fach Lyndon word begin with its smaller letter.
e Each u € X — X is a Lyndon word if and only if for each decomposition u = ujusg
with u1,ue € X\ 1, we have ujug = u < uguy.
o If uy,uo € L and uy < ug, then ujug € L.
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A basic Lyndon’s result says that any word u € X admits a unique decomposition as
non-increasing product of Lyndon words:

(5) u=Illy...1l, lLieLl <---<l.

It is called the Lyndon decomposition of u € X, and the [; € L in (5) are called the Lyndon
letters of u.
Another characterization of Lyndon words is the following:

Lemma 1.5. [Kh, p.6] Let w € X — X. Then u € L if and only if there exist uy,us € L
such that u1 < ug and u = uius. O

Definition 1.6. For each v € L— X, the Shirshov decomposition of u is the decomposition
u = uijug, ui,uz € L, such that uo is the smallest end of u between all the possible
decompositions with these conditions.

Given a finite-dimensional vector space V, fix a basis X = {z1,...,2¢} de V; we can
identify kX with 7°(V'). In what follows we consider two graduations for the algebra T'(V):
the usual Np-graduation T'(V) = @,>0T™(V), and Z%-graduation of T'(V), determined by

the condition degz; = oy, 1 <14 < 6, where {a,...,ag} is the canonical basis of Z°.
Consider a braiding ¢ for V. The braided bracket of z,y € T'(V') is defined by
(6) [z, y]. := multiplication o (id —¢) (z ® y) .

Assume that (V,c) is of diagonal type, and let x : Z¢ x Z? — k* by the bicharacter
determined by the condition

(7) X(as, o) = qij, for each pair 1 <1i,5 <.
Then, for each pair of Z?-homogeneous elements u,v € X,
(8) (u®V) = quov @ u,  qup = x(degu, degv) € k*.

In such case, the braided vector satisfies a “braided Jacobi identity” and determines skew-
derivations as follows:

(9) [[u, ], w], = [u, [v,w] ], = x(, B)v [u, w], + x(B,7) [u,w], v,
(10) [u, v w], = [u,v], w+ x(e, B)v [u,w],,
(11) [wv,w], = x(8,7) [u,w], v+u [v,w],,
where u,v,w € T'(V) are homogeneous of degree «, 3,7 € N?, respectively.

Using the previous decompositions, we can define the k-linear endormorphism [—], of
kX as follows:

u, ifu=1orue€ X;
[u], .= < [[v],,[w] e, ifuweL, l(u)>1, u=wvw is the Shirshov decomposition;

[u], ... [w]., ifueX—L and its Lyndon decomposition is v = uj ... u;.

Definition 1.7. The hyperletter corresponding to | € L is [l],. An hyperword is a
word whose letters are hyperletters, and a monotone hyperword is an hyperword W =

[ul]lzl e [Um]lzm such that w1 > -+ > uy,.

Remark 1.8. For any u € L, [u], is a Z|[g;j]-linear combination of words with the same
Z°-graduation than u, such that [u], € u + kXi(Z).

Theorem 1.9. [R, Thm. 10] Let u,v € L, u < v. Then [[u]., [v] ], is a Z][q;;]-linear
combination of monotone hyperwords [li]....[l;]., l; € L, such that the corresponding
hyperletters satisfy v > l; > uv. Moreover, [uwv], appears in such combination with non-
zero coefficient and each hyperword has the same 70 -graduation than uv. O
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The comultiplication of hyperwords in 7'(V') has a nice expression, as we can see in the
following result.

Lemma 1.10. [R, Thm.13] Let uy,...,u,,v € L, whit v < u, < --- <uy. Then,

Ao ) = 1@l fuldl? + 30 (7) e ol bl 2
=0

qu,v

+ Y a) e )
11> >lp>v, ;€L
0<j<m

Where xl(f)lp is 79 -homogeneous, and deg(:nl(f) )+ deg(ly ... lyw7) = deg(u). O

veorlp

Another useful result from [R] is the following one.
Lemma 1.11. For each | € L let W be the subspace of T(V') generated by
(12) li]ello)e - [lkle, k€No, €L, l1>...> 1 >1.
Then W is a left coideal subalgebra of T(V'). O

We consider another order in X as in [U]; it was implicitly used in [Kh]. Let u,v € X.
We say that u = v if £(u) < £(v), or £(u) = ¢(v) and u > v for the lexicographical order.
This order > is total, and it is called the deg-lex order.

The empty word 1 is the maximal element for >, and this order is invariant by left and
right multiplication.

Let I be an ideal of T'(V), and R = T(V)/I. Let m : T(V) — R be the canonical

projection. We set:
Gr={ueX:u¢kX,,+1}.

Note that if u € G and v = vw, then v, w € G;. Therefore each u € GGj is a non-increasing
product of Lyndon words of G.

Proposition 1.12. [Kh, R] The set n(Gy) is a basis of R. O

In what follows I will denote a Hopf ideal. Consider the set S; := Gy N L. Define
hr:Sr—{2,3,...}U{oo} according to the following condition:

(13) hr(u) :=min{t e N:u' € kX, e +I}.
We recall the following result and its corollaries following [Kh].
Theorem 1.13. B} := B ({1+1},[Sf].+1,<,hr) is a PBW basis of H=T(V)/I. O

Corollary 1.14. A word u belongs to Gy if and only if the corresponding hyperletter [u],. is
not a linear combination, modulo I, of greater hyperwords [w],, w > u, whose hyperletters
are in Sy. O

Corollary 1.15. If v € Sy is such that hi(v) < 0o, then gy, is a oot of unity. Moreover,
if ordgy, = h, then hr(v) = h, and [v]h is a linear combination of hyperwords [w],,
w = vl Il
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1.2. Weyl groupoids and root systems. We follow the notation in [CH1]. Fix a non-
empty set X, and a finite set I. For each ¢ € I we fix a bijective function r; : X — X, and
for each X € X a generalized Cartan matrix AX = (af](')i,jel-

Definition 1.16. [HY, CH1] The 4-uple C := C(I, X, (r;)ic1, (A) xex) is a Cartan scheme
if it holds:
e for any i € I, 7"1-2 =1d, and
ri(X)
ij
For each i € I and each X € X we denote by S;X the automorphism of Z! given by

oforanyXG.’fandanypairi,jEI:a =a

s () = oy — )J(ozz, jel.
The Weyl groupoid of C is the groupoid W(C) whose set of objects is X and whose mor-
phisms are generated by s , considered as elements s € Hom(X,r; (X)), i€ I, X € X.

In general we denote W(C) simply by W, and for each X € X:

(14) Hom(W, X) := Uyex Hom(Y, X),

(15) AX = {w(a;): i €1, w € Hom(W, X)}.

AX e is the set of real roots of X. Each w € Hom(W, X1) is written as a product
sfflsf? . S%Xm where X; =r;,_, -7y (X1), i > 2. We denote it by w = idx, si, - - 54,

it means that w € Hom(W X1), because each X; € X is univocally determined by this
condition. The length of w is defined by

l(w) =min{n € Ng : Tiy,..., i, € I tales que w =idx s, -+ 84, }.
We assume that W is connnected: that is, Hom(Y, X) # 0, for any pair X,Y € X.

Definition 1.17. [HY, CH1| Given a Cartan scheme C, consider for each X € X a set
AX C Z'. We say that R := R(C, (AX)xex) is a root system of type C if

1) for any X € X, AX = (AX NN)) U —(AX N N}),

(1)
(2) for any i € I and any X € X, AX N Za; = {+a;},
(3) for any i€l and any X € X, sX(AX) = AT(X)
(4) if m = |AX N (Nooy; + Noayj)], then (rirj)mfg (X) = (X) for any pair i # j € I
and any XeX
Af =AX C Né is called the set of positive roots, and AX = —Af is the set of negative

T001S.
Remark 1.18. From (2) and (3) we deduce that AX ™ c AX, for any X € X.
For each positive root o =), n;cy, the support of « is the set
suppa:={i: 1<i<0,n; #0}.
By (3) we have that w(AX) = AY for any w € Hom(Y, X). We say that R is finite if
AX is finite for some X € X. By [CH1, Lemma 2.11], it is equivalent to the fact that all

the sets AX are finite, X € X, and also that W is finite. Moreover, for any pair i # j € I
and any X € X, we have that ka; +a; € AX if and only if 0 < k < —af]{. Therefore,

(16) afj(- = —max{k € Ny : ka; +a; € A¥}.

A fundamental result involving root systems is the following one:

Theorem 1.19. [CH2, Thm. 2.10] For every o € A¥ \ {o; : i = 1,...0}, there exist
B,'yEAf such that o = B+ . O

We give now some results about real roots and the length of elements.
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Lemma 1.20. [HY, Cor. 3] Let m e N, X, Y € X, i1,...,im,J € [, w=1idx 8;, - - s;,, €
Hom(Y, X)), where ¢(w) = m. Then,

o ((ws;) =m+ 1 if and only if w(a;) € A,

e ((wsj) =m — 1 if and only if w(ay) € AX. O
Proposition 1.21. [CH1, Prop. 2.12] For any w = idx s, - - - si,, € W such that {(w) =
m, the roots B; = siy -+ si;_, (i;) € AX are positive and all different. If R is finite and
w is an element of maximal length, then {f3;} = Af. Therefore all the roots are different:
that is, for each o € Ai_( there exist i1, ..., ik, j € I such that o = s;, -+ s, (x;). O

Call AY the set of degrees of a PBW basis of B(V), counted with their multiplicities,
as in [H2]. It does not depend on the PBW basis, see [H2, AA]. We can attach a Cartan
scheme C, a Weyl groupoid W and a root system R, see [HS, Thms. 6.2, 6.9]. To do this,
define for each 1 < i # j <6,

(17) —a;j :==min{n € Ny : (n +1)4,(1 — ¢j;q;;) = 0},

and set a; = 2, 5; € Aut(Z?) such that si(og) = aj — ajjoy.
Set ¢rs = x(si(ar), si(as)). Let V; be another vector space of dimension 6, and attach
to it the matrix q = (¢,s). By [H2],

AK’ =8; (AK \ {Oél}) U {Oél}

If we consider AV = AV U(—AY), last equation lets us to define the Weyl groupoid of V,

whose root system is defined by the sets AY', V’ obtained after to apply some reflections
to the matrix of V.

1.3. Defining relations of Nichols algebras of diagonal type.

Proposition 1.22. [A2, Prop. 3.1] Assume that the braiding matriz is symmetric. Then
a PBW basis of Lyndon hyperwords of B(V') is orthogonal with respect to the bilinear form

in Proposition 1.2. O
Corollary 1.23. [A2, Cor. 3.2] Ifu=apM - aj!, where 0 < n; < Ng,, then

M
(18) cu = (ulu) = Hnj!qﬁj c;éj # 0.

j=1

Remark 1.24. Notice that:
(xﬁixﬁﬂu) = (xﬁi’u(l)>('xﬁj|u(2)) = di,jca:gi CJ}/@‘ja

where d; j is the coefficient x5, @z, for the expression of A(u) in terms of the PBW basis
(both factors of the tensor product).

For each pair 1 <i < j <60, we denote
Bij = {:Ugjacgz c0<n < N@k};

that is, the set of hyperwords whose hyperletters are between zg, and zg,

Let (W,d) be a braided vector space of diagonal type that admits a basis Z1,..., Ty
such that, for some g;; € k*, d(z; ® T;) = ¢;;T; ® T;, where ¢;; = Gj; , and (V,¢), (W, d)
are twist equivalent:

%Gij = GjQjis Qi = Qis 1<i#j<6.
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nny ni

Call 23 = [lg]q, the hyperletter corresponding to lg for the briading d. If u = Tl T

call also

Bum B1

Let o : Z9 x 7% — k* be the bicharacter determined by the condition
~ -1 . .
_ ) @i, 1<
1 . ) — 1
Define t,, = 1 for any 1 <+¢ < 6, and inductively,
tg=0o(Br,B2)tpts,,  Sh(lg) = (Ig,1s,)-

For each u = Qj‘gﬂ e l‘gi call

(20) fw = T[ o6 ][ 0(5@@)(?)752]

1<i<j<M 1<i<M

nM o,

Finally, for each pair 1 <i < j <6 and u = Tl mgi, let
u) (Zp,23,|u
o o T @3l
’ U(ﬂiv ﬂj)tﬂi tﬂj Cy

where (:|-) is the bilinear form corresponding to (W, d), and ¢; is the scalar in Corollary
1.23. Such scalars let us to give a presentation by generators and relations as follows.

Theorem 1.25. [A2, Thm. 3.9] Let (V,c) be a finite-dimensional braided vector space of
diagonal type such that AK is finite. Let x1,--- ,x9 be a basis of V such that c¢(x; ® x;) =
¢ijT; ® x;, where (¢;5) € (k*)9%0 s the braiding matriz, and let {xﬁk}BkEAK be the set of
hyperletters corresponding to the fized order of the basis of V.

Then B(V) is presented by generators x1,...,xg, and relations
(22) a:gﬁ =0, 8 e AK, ord(gg) = N < 00,

(23) (26,525, e Z Cij U

uEBij—{Z‘g].l’ﬁi}: degu:ﬁﬁ-ﬁj
1<i<j<M, Sh(lﬁilﬁj) = (lﬁwlﬁj)’ lﬁilﬂj # 1., Vk,

where c}'; are as in (21). Moreover, {xjg" --- 23!+ 0 < n; < Ng;} is a basis of B(V). O

J

2. LuszTiG ISOMORPHISMS OF NICHOLS ALGEBRAS OF DIAGONAL TYPE

In this Section we recall the Lusztig isomorphisms [H4] of Nichols algebras of diagonal
type, which are a generalization of the isomorphisms of quantized enveloping algebras in
[L]. We shall consider different quotients of the tensor algebra of a braided vector space
of diagonal type and the Drinfeld doubles of their bosonizations by a free abelian group.

Notation: Let x : Z% x Z — k* be a bicharacter, ¢;; = x(;, a;). Then x°P and x~*

will denote the bicharacters:

XP(, B) = x(8,0), x e, f)=x(a,0)!,  apelZ’

Also, for any automorphism s : Z¢ — Z?, s*x will denote the bicharacter defined by

(24) (s 8) == x (s (@) s (B),  a,BeZ’.
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Let (V,c) a braided vector space of diagonal type, whose braiding matrix is (¢;;). We
consider T(V') as an algebra in the category of Yetter-Drinfeld modules over kZ? as above.
We follow the results in [H4, Section 4.1].

Definition 2.1. The Drinfeld double ¢(x) of the Hopf algebra T'(V)#kZ? is the algebra
generated by elements F;, F;, K ii, L,Li, 1 < <6, and relations

XY =YX, X,Y e (K, LFf:1<i<6},
KK ' =LL7 =1,
K,E;K; ' = ¢;,E;, LiE;L;" = q;; Ej,
K,F;K; ' = qi;IFj, L;F;L;' = ¢;;F;,
EFj — FyE; = 6; j(K; — Ly).
It admits a Hopf algebra structure, where the comultiplication satisfies
AK;) = K; ® K, AE)=E;®1+K; ® FE;,
A(Li) = L; ® L;, AF) =FoLi+1® E;,
and then e(K;) = e(L;) = 1, e(E;) = ¢(F;) = 0.
Notice that U(x) is a Z%-graded Hopf algebra, where the graduation is characterized
by the following conditions:
deg(K;) = deg(Li) =0,  deg(E;) =c;,  deg(F;)=—a.

UT () (respectively, U~ (x)) denotes the subalgebra generated by E; (respectively, F;),
1 <i<6,UT0(x) (respectively, U~ 0(x)) is the subalgebra generated by K; (respectively,
L;), 1 < i < 0, and finally U%(x) is the subalgebra generated by K; and L;. Note that
UY(x) is isomorphic to kZ* as Hopf algebras. Moreover, the subalgebra generated by
Ut (x) and K;, 1 < i <6, is isomorphic to T(V)#kZ?, so U (x) is isomorphic to T'(V) as
braided graded Hopf algebras in the category of Yetter-Drinfeld modules over kZ?, where
we consider the actions and coactions:

K; - E; = q;; E;, I(E;) = K; ® E;.

We will consider a family of useful isomorphisms as in [H4, Section 4.1].

Proposition 2.2. (a) For any a = (a1, ...,ag) € (k*)? there exists a unique algebra
automorphism ¢, of U(x) such that
(25) va(Ki) = Kis  ¢a(Li) = Li,  ¢a(Ei) = aiEi,  pu(F;) = a; ' F;.

(b) There exists a unique algebra automorphism ¢1 of U(x) such that
(26) oK) =K' ¢u(Li) =LY, ou1(E:)=FL7", ¢1(F)=KE;.
(c) There exists a unique algebra isomorphism ¢o : U(x) — U(x ') such that

(27) G2(K;) = Ki,  ¢o(Li) = Li,  ¢2(Ei) = Fi,  ¢2(F) = —E;.

(d) There exists a unique Hopf algebra isomorphism ¢3 : U(x) — U(xP)P such that
(28) ¢3(Ki) = Li,  ¢3(Li) = Ki,  ¢3(Ei) = Fi,  ¢3(F;) = Ei.

(e) There exists a unique algebra antiautomorphism ¢4 de U(x) such that
(29) P4(Ki) = K, ¢a(Li) = Li,  ¢a(E;) = Fy, ¢ F;) = E.

(f) Let a = (=1,---,—1). The antipode S of U(x) is given by the composition S =

P10404. Also, ¢ = id. a
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As in [H4] we will consider some skew-derivations. A will denote the braided comul-
tiplication of U (x), which is N-graded: if E € U™ (x) is homogeneous of degree n, and
ke{0,1,...,n}, A, ;(FE) will denote the component of A(E) in U™ (x)n—r @ UT (X)k-

Proposition 2.3. For any i € {1,...,0} there exist linear endomorphisms aiK, 8Z-L of
Ut (x) such that
EF; — F;E = 0F(B)K; — L;0F(E)  for all E € UT(x).

Such endomorphisms are given by:

A, 1l ZaK Ayl ZE ® O (B EeU" (x)n,

and satisfy the followmg conditions:
of (1) =0/ (1) =
M()&@),p
OF(EE") = 0X(E)(K; - E') + EOX(E"),
Of (EE') = 0} (BE)E' + (L; ' - E)of (E"),
for all j € {1,...,0}, and all pair of elements E,E' € UT (). a

We recall now a characterization of quotients of the algebra U(x) with a triangular
decomposition [H4, Section 4.1]. According to [H4, Prop. 4.14], the multiplication

(30) m:UT(x) @ U (x) U (x) — U(x)
is an isomorphism of Z%-graded vector spaces.

Proposition 2.4. Let Tt C Ut Nkere (respectively, I= C U™ Nkere) be an ideal of
Ut (x) (respectively, U™ (x)). The following conditions are equivalent:

o The multiplication (30) induces an isomorphism
m U () /T U () @U™(X)/T™ = UNX)/ (T +TI7).

e The vector spaces TTU(x)U~ (x) y U (x)U°(X)Z~ are ideals of U(x).
e Forall X € U°(x) and alli € {1,...,0} we have

X-ITCIh, Of(ITT)cIt, OF (44(T7)) C pa(T™),
X-I-cI, 9HITT)cIh O (¢a(T7)) Cha(T).
O

Lemma 2.5. [H4, Cor. 4.20] Let I be an braided biideal of UT(x), which is also a
Yetter-Drinfeld U°(x)-submodule and satisfies It C @p>oldt(X)n. Then ITU(x)U™ (X)
is a Hopf ideal of U(X). O

We will assume that all the integers —a;; of (17) associated with the braiding matrices
(gij) are defined. Then we consider the automorphisms sy, : 79 — 7°. We define also the
scalars

—ap;—1
(31) NOO = (g [] @tmigip— 1), i #p.
s=0
Denote by E;, F;, K;, L; the generators corresponding to U(syx), and by q;; spx(ai, o)

the coeflicients of the braiding matrix corresponding to spx.
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Definition 2.6. We say that p € {1,...,0} is a Cartan vertez if it satisfies
qg;)ququjp =1, forevery j #p.
In such case, note that the existence of the integers m,; implies that ord g,, > my; + 1.

We denote by O(x) the union of the orbits of the simple roots a;, by the action of the
Weyl groupoid, where p is a Cartan vertex.

Fix p € {1,...,0}. For any i # p we define as in [H4],

Ejowy Biow = Bis - Flogy Fiog) = Fi
and recursively,
(32) Ef i) = BoB o — (Kp ) Ep = (ade Bp)" T E;,
(33) E i = BB — Ly E— () )Ep,
(34) Fl i = Bl — (Lp - F+ p))Fp,
(35) F i) = FoFy ) = B B )

When p is explicit, we simply denote Eim(p) by Ezim By [H4, Cor. 5.4] the following
identity holds for any m € Ny:
(36) Ez—t_mFZ B FlEz—t_m = (m)%p (qglzilqqu'p - ]')L Ez m—1-

Fix a braided graded Hopf algebra B = T'(V)/I, where I is a graded Hopf ideal
generated by homogeneous elements of degree > 2. For each 1 < j < 8, p # j, we define

+ - + .

(37) MZ(B) = {Ejm ‘m € NO} .
In what follows we consider ord(1) = 1.

Remark 2.7. If ¥ = 0 in B, with N minimal (it is called the nilpotency order of ;), then
@i is a root of unity of order N. Moreover, (ad.z;)" zj = 0.

We recall a result from [Al] extending [H2, Prop. 1, Eqn. (18)].

Lemma 2.8. For eachp € {1,...,0}, let B+, be the subalgebra generated by Uj;,gpMIfj(B),
and denote n, = ord(qyp). There exist isomorphisms of graded vector spaces:
o ker(0f) = By, @ k [Ep”], ker(8X) = B_, @ k [E,”], if 1 < ord(gyp) < oo but E,
s not nilpotent, or
o ker(0f) = By, ker(9L) = B_,,, if ord(qpp) is the nilpotency order of Ey, or gy, = 1.

Moreover, the multiplication induces an isomorphism of graded vector spaces B = B;t &
k [zp]. O

Set N, = ord gpp. We call, following [H4], I;r (x) (respectively, Z, (x)) to the ideal of
U (x) (respectively, U~ (x)) generated by

(a) EIJJV P (respectively, Fév P), if p is not a Cartan vertex,
(b) E:rm .11 (respectively, F;Tmpi+1)v for each i such that N, > my; + 1.

Notice that E

1,Mpi+

Up(x) =UNX)/ (T, () +Z, (X)), U (x)=U")/TF (), U, (x) :=U(X)/Z, (x)

| € L (x) for any i such that N, = my; + 1. We denote:
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It (x) will denote the ideal of U™ () such that the quotient U™ (x)/I™ () is isomorphic
to the Nichols algebra of V; that is, the greatest braided Hopf ideal of U (x) generated
by elements of degree > 2. Call I~ (x) = ¢4(I"(x)), where ¢4 is defined by (29), and

w00 =UT0)/ME00, w0 =U)/ 00 + I ()
In such case, u(x) is the Drinfeld double of the algebra u™(x)#kZ?, where kZ¢ = U0(x).
The Lusztig isomorphisms can be defined in this general context.

Theorem 2.9. [H4, Lemma 6.5, Theorem 6.12] There ezist algebra morphisms

(38) Ty, T, : Up(x) — Up(s;‘)x)

univocally determined by the following conditions:
Tp(Kp) = Tp_ (Kp) = K;Ia Tp(Ki) = Tp_ K;) = Kzrvnmﬁia
Tp(Lp) = Tp_ (Lp) = L;Iv Tp(Li) = Tp_(Li) = lepiLz‘,
Tp(Ep) = EpL;Ia Tp(Ei) = E;rmm,
Tp(Fp) = K, ' B, To(F) = Mspx) ' Ff,
17 (E,) = K;'F, Ty (E) = Msox ™) Eq
T, (Fp) = EpLz:l’ T, (Fi) = Ei—,mm

for every i # p. Both are isomorphisms satisfying
T,T, =T, T, =id,  T,U{,(x)) =U,(s5x).

Moreover, there exists A € (k*)? such that
(39) Tpo gy =paoT, opy.
Such isomorphisms induce algebra isomorphisms (denoted by the same name):

Tp, T, u(x) — u(spx)-

O
Remark 2.10. If the homogeneous elements X,Y € U (x) are such that T,(X), T,(Y) €
US(spx), as deg Tp(X) = sp(deg X), it follows that
T, (X,Y]) = [TP(X)an(?J)]Q'

3. AN EXPLICIT PRESENTATION BY GENERATORS AND RELATIONS OF NICHOLS
ALGEBRAS OF DIAGONAL TYPE

We shall obtain a family of isomorphisms induced by the ones in the previous Section.
In this case we shall consider a quotient of U(x) by an ideal which is smaller than (I~ (x)+
I*(x)). Such ideal will be generated by some of the relations in Theorem 1.25, and will
be the smallest one such that it is possible to define all the family of isomorphisms over
the Weyl groupoid. It will give us a relation between the Hilbert series of these algebras,
and new sets of roots. We shall use at the end the uniqueness of the root system, when
the Weyl groupoid is finite.

We introduce some notation. We denote ¢;; = g;;q;:. Also,
Tiyigeip = (ade @iy ) -+ - (ade @iy, )T, ij € {1,...,0}.
For each m € N, we define the elements (4 1)a; 4 ma; € U(x) recursively:
o if m =1, 20, 10; := (ade ;)% = Tiij,
® T(m+2)a;+(m+1)a; = [x(m-&-l)ai-l-maj’xij]c'
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We give now the main result of this section, which is Theorem 3.1: it gives an explicit
presentation by generators and relations of any Nichols algebra of diagonal type with
finite root system. We begin by proving several Lemmata to show the existence of Lusztig
isomorphisms for some Hopf algebras. These Hopf algebras are intermediate between the
tensor algebra and the Nichols algebras of a given braided vector space. Finally we use
those Lusztig isomorphisms to prove the Theorem.

Theorem 3.1. Let (V,c) be a finite-dimensional braided vector space of diagonal type,

with braiding matriz (¢;j)i1<ij<e, 0 = dimV, and fix a basis x1,...,x9 of V such that
c(x; ® xj) = qijz; @ ;. Let x be the bicharacter associated to (g;j). Assume that the root
system AX is finite. Then B(V') is presented by generators x1,...,xs and relations:

(40) G a € O(x);

(41) (ade )™, g A

(42) xf.v", i is not a Cartan verter;

oifi,j € {1,...,0} satisfy qii = qi; = qj; = —1, and there exists k # i,j such that gl #1
or cjjvlf #1,

(43) 3312]'3

oifi, g,k e {l,...,0} satisfy qj; = =1, ik = Qijqr; = 1,

(44) [Tk, 4], 5

oifi,je{l,...,0} satisfy q¢;; = —1, ¢iiqi; € Gg, and also g;; € Gz or m;; > 3,
(45) [Tiij, Tig],. ;

oifi, 5,k € {1,...,0} satisfy g = £qi; € G3, ¢ = 1, and also —q;; = qijq;x = 1 or
q]'_jl = qij = qjk # —1,

(46) [Tiijh, i), ;
oifi,j ke {l,...,0} satisfy qix, @ij, @ik # 1,
1—qix N
47 Tijk — — s [Tik, 5], — ¢ (1 — Gjk) TjTik;
( ) 1) Qk](]-_QZk)[ 2 ]]c Z]( J ) Je
oifi, 5,k € {1,...,0} satisfy one of the following situations
© qu:q]j:_ly %2:@71; %:1} or

sl * =
© qij = qjj = =L i = —qjk” €G3, ik = 1, or

o Qkk:(ij:‘Ijj:gl; ¢ii = —qij € G3, qix = 1, or
°qjj =1 @ij = q;", Gk = —qz, ik =1, or
° Gii = qjj = qkk = —1, £qi; = qjx € G3, qir. = 1,
(48) (@i, wigil > 2],
oifig ke {l,....0} satisfy qii = q;; = —1, G° = Gr > Gk = 1,
(49) [[Sﬁij, [ﬂfij,lfijk]c]cvxj]c;
izf iajak7L€ {17)9} Satisfy QJ]ZI‘Z; = QJ](E-/; = 17 @2 = C_/Z‘lzil = qu, 9k = _1;
Gik = qu = qj1 = 1,
(50) AR

oifi,j ke {l,...,0} satisfyqjj:c/]ivjzzcjﬁe(}g, Gr =1,

(51) [2ijn, 25], 25] .5
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oifi, g k€ {1,...,0} satisfy q;; = G;° = Gr € Ga, Gir = 1,

(52) [[zie, 24, 25] o 5] s
oifi, g,k e{l,...,0} satisfy gis = qi; = —1, qjj :cjﬁc_l # -1, i = 1,
(53) [ij, Tijkl, ;

¢ Zflv.]vk € {]-aae} Satisfy qii = qkk = _]" E]_Z\l; = ]-) 2]—;; € Gi’n qj5 = _(jﬁc = ié]:;;

(54) (@i, 2jle — (L4 @3 a; [Tin 5], — (1 + a5 (1 + 455) 452515
oifi, g,k e{l,...,0} satisfy qjr =1, i = ¢i;j = —qir € Gs3,

(55) i, [2ij, i), + Grgieji [Tik, Tij), + @ij TijTan;

oifi, g,k € {1,...,0} satisfy qj; = qur = Gk = —1, qii = —qi; € G3, i, =1,
(56) [Tiijhs Tijhl, ;

oifi,je{l,...,0} satisfy —qii, —qj5, GiGij> 45595 7 1,

(57) (1= @) ajsasi [wi, [2ag, 25, ], — (1 + 455) (1 = @5ai5)35:3

oifi,j € {1,...,0} satisfy qj; = —1, ¢iiqij ¢ Ge, and also m;; € {4,5}, or m;; = 3,
i € Gy,
L — iidij — 453405 935 _2 |

(1 — iiij)q5i w
o ifi,j € {1,...,0} satisfy 4o; + 3a; ¢ AX, qj; = —1 or mj; > 2, and also m;; > 3, or
mi; =2, qi; € Gz,

(58) [:Ui, x3a¢+2a]} c

(59) x4ai+3aj == [$3ai+2aj7xij]c;
oifi,j € {l,...,0} satisfy 3oy + 2a; € AX, boy + 3y ¢ AX, and G aij, 4hai; # 1,
(60) [Tiij> T3o+20, s

oifi,je{l,...,0} satisfy 4oy + 3a; € AX, Soy; + 4oy ¢ AX,

(61) T5a;440; = [Tdas+3a; Tijles
o ifi,j€{1,...,0} satisfy 5oy + 205 € AX, Toy + 3aj ¢ AX,
(62) (15, Tiij), Taj)e;

o ifi,j€{1,...,0} satisfy q;; = —1, bay + daj € AX,
b—(1+qi)(1 — quC) (1 + ¢ + ¢ui¢?)gb.¢?
(63) [xiij;w4ai+3aj]c _ ( QZZ)( QZZSC)Q( = C QMC )%ZC :ani+2aj,
@ 439595

where ¢ = qi;, a = (1—C)(1—q¢®) — (1= q:iC) (14 qii)giiC, b= (1 — (1 — ¢5¢5) — a quC.

In what follows we will use implicitly the isomorphism B(V) = u* () determined by
x; — E;; in this way, we identify B(V') as a subalgebra of u(y).

For any bicharacter y whose root system is finite, 71 (x) denotes the ideal of U™ ()
generated by all the relations in Theorem 3.1, except (40), plus the quantum Serre relations
(ad, x;)t %9 xj for those vertices such that q?ﬁj = Qijqji = q;; 1 The last ingredient is to
obtain a quotient of all the algebras U,(x), 1 <p < 6.

Call also T~ (x) = ¢4(T " (x)), T () = (T (x) + T~ (X)),

Ulx) =UX)/T(x), U x) =U=(x)/T*X).
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We prove first that 77 () is contained in the ideal defining the corresponding Nichols
algebra. The following Lemma was proved with Agustin Garcia Iglesias and is implicit in
other papers.

Lemma 3.2. Let I C T(V) be a braided homogeneous biideal of T(V'), so there exists
a surjective morphism of braided graded Hopf algebras w : R :== T(V)/I — B(V). Let
x € ker, x # 0 of minimal degree k > 2. Then x is primitive.

Proof. As 7 is a morphism of graded braided bialgebras, ker 7 is a graded biideal:

n
Ax)=x®1+10x+ Y bj®c;ckermr@ R+ R@kerm,
j=1
k—1
for some homogeneous elements b;, c; € @ R;, such that deg(b;)+deg(c;) = k. For each j
i=1
we may assume either b; € kerm or ¢; € kern. If b; € ker 7, then b; = 0 by the minimality
condition on k. Similarly, if ¢; € ker 7, then ¢; = 0. Hence x is primitive in R. O

We will work with Ng—graded ideals, so the following notation will be useful: given
B =73 bia;, v =), ciay, for some b;, ¢; € Ng, we say that 3 > ~ (respectively, 5 > ~) if
b; > ¢; (respectively, b; > ¢;) for all i € {1,...,0}.

Proposition 3.3. J7(x) is a braided biideal of U (x), and there exist a canonical pro-
jecction of Hopf algebras my, : U(x) — u(x) such that © (U*(x)) = u®(x).

Moreover, the multiplication m : U (x) @ U%(x) ® U~ (x) — U(x) is an isomorphism
of graded vector spaces.

Proof. We can order order the relations according to their N-graduation. When we quo-
tient by the relations of degree n — 1, the relations of degree n are primitive by Lemma
3.2, because for any of them we can see that the relations in Theorem 1.25 of degree at
most n — 1 are verified. Moreover, for a relation of degree a € NY, it is enough to verify
that the relations of N?-degree lower than « hold in this partial quotient. For example,
each quantum Serre relation is primitive, and the same holds for :Efv’, therefore, when we
quotient by these relation we have that x = [(ad. z;)z;, (ad. xi)xj]c is primitive under
the conditions for (45), because we have quotiented by x?, x?, so it also holds that

(ad. mi)?’xj = (ad. ﬂfj)2$i = 0.

We work in a similar way with the other relations so each partial quotient is a braided
bialgebra (and then a Hopf algebra with the induced antipode); finally, U™ (x) is a braided
bialgebra, because J () is a braided biideal.

By the definition of Nichols algebra we conclude that J*(x) C I*™(x). By Lemma
2.5, JTT()U(x)U™(x) is a Hopf ideal of U(x), and then the equivalent conditions in
Proposition 2.4 hold. Therefore there exists a projection of Hopf algebras and a triangular
descomposition as in the Proposition. O

Now we prove that the isomorphisms at the beginning of Theorem 2.9 induce iso-
morphisms between the corresponding algebras U(x). The first step is to prove that
T,(JT(x)) C J(spx), which will be proved considering each relation generating the ideal.
The following two Lemmata help us to reduce the number of explicit computations.

Lemma 3.4. Letl be a Lyndon word such that [l]. = ZweSI+( w1 Gt (mod I (x)), for
X 2

some ay, € k. Let I be a braided Hopf ideal N°-graded of Ut (x) such that the set of good
words St+(yy, S1 coincide for those terms w > I, and assume that I is written as a linear

combination of words greater than I modulo I. Then [l]. = Zw651+( - QoW (mod I).
X ?
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Proof. 1t is a direct consequence of Corollary 1.14: by this result, [{]. is written as a linear
combination of good hyperwords greater than [l]. modulo I. Such hyperwords coincide
with the corresponding good hyperwords for I*(x) by hypothesis, and also I C I*(x).
Hence the linear combination should be the same, because the good hyperwords generate
a linear complement of the ideal in U™ (x). O

Lemma 3.5. Let I be an ideal N§-homogeneous of T(V), § = dimV. Let S, T be two
minimal sets of homogeneous generators of I. Assume that por each oo € N? there exists at
most one generator in S (respectively in T ) of degree o, and denote by I(S, «) (respectively,
I(T,«)) the ideal generated by the elements of S (respectively, T') of degree 3 < c.

For each s € S of degree o € Ng, there exists t € T of the same degree, and ¢ € k*
such that s = ¢ t (mod (1(S,«)), and then I(S,a) = I(T, a).

Proof. We prove it by induction on the degree of the generators. Let s be of degree «,
minimal for the partial order defined on Ng. Therefore dim I, = 1, so there exists an
element of T" which belongs to this subspace of I of dimension 1.

If the degree of s is not minimal, we apply inductive hypothesis for all the generators
in lower degree, so for each s’ of lower degree there exists a corresponding t' € T of the
same degree which satisfies the conditions above, and I(S,a) = I(T, ). Therefore

dim I(S,a)q = dim I(T, a)q = dim I, — 1,

because S is a minimal set of generators, and by hypothesis there exists a unique generator
of degree ar. As T is also a set of generators of I, there exists t € [ —I(T, ) = [ —I(S, ),
of degree a, so the statement follows. O

Remark 3.6. This Lemma lets us to identify relations of the same degree for two sets of
minimal generators of an ideal, up to relations of lower degree and scalars. In this way
we can consider relations from Theorem 1.25 for a fixed order on the letters, and consider
relations for another order. If we have a minimal set and this set contains relations all in
different degrees (as we will have for the set of relations of the Nichols algebra or some
partial quotients), then we can find a correspondence as above between the relations of
the same Z’-degree.
For example, if qg”j + = 1 for some pair of vertices i, j, then the quantum Serre relation
(adg x;)™is ij is a generator for the minimal set of generators corresponding to the order
x; < xj, so for the order x; > x; we have:
[:vj:plf%ﬂ]c = [+ [l(ade zj)ws, @il -+, ], i), = alad, ;)™

for some scalar a € k*.

Also, if g;; € G3, ¢;; € {£qii, —1}, ¢j; = —1, we notice that

[(ad. z;)%x;, (ad, xi)azj]c =~ b [(ade xj)zi, [(ade 7)) zs, 2],

for some b € k*, where I is the ideal generated by :Uf’ and :17]2, because such relations
correspond to different minimal sets of generators of the ideal of relations of the Nichols
algebra, and these are the generators of degree 3a; + 2a; for each set.

(mod 1),

c

Lemma 3.7. Let I be a Z%-graded ideal of Uy (x). Let Y, Z € U (x)/I be homogeneous
elements of degree 3, € N9, respectively, such that (ad, E,)Y =0. Then,

(64) [(adc Ep) 2, Y], = (adc Ep) [Z,Y], .
If also x(oy, B)x(B,0p) =1, then
(65) X(ap7 B) Y, (adc Ep)Z]c = (ad, Ep) Y, Z]c‘
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Proof. Both identities follow from (9). For example, for the second one,
(ade Ep) [Y, Z], = [Ep, [V, Z],],. = [[Ep,Y]C , Z]c + x(ap, B)Y [Ep, Z], — Xx(8,7) [Ep, Z].Y
= X(ap, B) (Y(ade Ep)Z — x(8,7)x (8, ap)(adc Ep) ZY)
= X(apvﬂ) Y, (ad, Ep)Z]Cv
where we use the condition x(ay, 3)x(8, op) = 1. O

Lemma 3.8. Let i,p € {1,...,0} be such that my; > 2 and my, = 1. Then, in U(syX),

[ Ef, . E;’,_mm—l} = [(@de )" B;, (ade E,)" ' E,] = 0.

Remark 3.9. Such relation belongs to the ideal I*(s;gx). In fact, as 2a; + ap, ¢ A, we
have sp(2a; + ap) = 2a; + (2myp; — 1)y, ¢ AX | so such relation holds in the corresponding
Nichols algebra u™ (s5x).

On the other hand, some of these relations are generators of the ideal J(syx) by
definition, for example (45). We prove here that the other relations not in the definition
of this ideal are redundant; that is, they are generated by relations of lower degree.

Proof. We consider the different possible values of m,,;; we begin with m,; = 2. Therefore
gpp € G3 or quqipqpi =1, and also ¢;; = —1 or qiiqipgpi = 1. 1f m,, = 1 for spx, then
p, i determine a subdiagram of standard type. If q]?;p % 1 or g;; # —1 then EIQ,EZ-EPEZ- is
written as a linear combination of words greater than EinEpEi, modulo J(syX), using
the quantum Serre relations, because in the first case EZ%EZ'EP appears with non-zero
coefficient in (ad, Ep)3Ei, SO EI%EZ-EpEi is a linear combination of greater words and EgEiz,
but this last word is in the ideal if ¢;; = —1, or EpEi2 appears in (ad. Ei)QEp with non-
zero coefficient, so in both cases we obtain EgEiEpEi as a combination of greater words.
Using Lemma 3.4, we conclude that {E;’rz, Ejl} = 0. A similar proof in the case qg’p =1,

qii # —1 gives us the same conclusion. If qu =1, g¢;; = —1, the relation corresponds to
(45), which is by definition a generator of 7 (s;x).

If mp; = 2 and my,, > 1 for sy, then (57) is a generator of J(s;x), and then E,E; E,E;
is a linear combination of EZQ,EZ2 and greater words. Therefore {E;fz, Ejl} eJ (s;‘)x), by
a similar argument. ‘

If my; = 3, then m,;, = 1 for sy, or there exists ¢ € Gaq such that gy, = ¢S, ql-_l-1 =
@pigip = C. For the first case, we notice that (58) holds also if q,, ¢ G4, because E]?;Eiﬂp
can be written as a linear combination of other words from the quantum Serre relation
(ad. Ep)‘lﬂi =0, and then Egﬁiﬂpﬂi is a linear combination of greater words multiplying
by E;, so we apply Lemma 3.4; from this relation we work as above, so we write EgEiEgEi
as a linear combination of other words and deduce that EgEiEgEi is a linear combination
of greater words, and we can apply Lemma 3.4 again. For the second case, we write
E:;Eiﬂf,ﬂi as a linear combination of greater words using the quantum Serre relations or
the relation (58), with the same conclusion.

If my; = 4,5, then m;, = 1 for s;x. Therefore we work as before and we obtain the

desired relation from (58) or (45), according to 3y, + 2y belongs to Ai"x or not. In both
situations, we can write Eﬁﬂiﬂzﬂi or EZEZ-E;EZ» as a linear combination of greater words,
so we apply Lemma 3.4 again. O

We will prove now that Tp,(x) € J(spx) for any generator x of the ideal J*(x) so we
will have a family of morphisms between the elements the algebras U(x).
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Lemma 3.10. Let i be a non-Cartan vertex. Then Tp(EZ‘Ni) € J(spx)-
If i,5 satisfy qis = qij = qj; = —1, and there exists k such that Grl # —1 or cijkQ #+ —1,
then T, (E%) € J(spx)-

Proof. Consider the first relation. If ¢ = p, then p is not Cartan for x, so p is not Cartan
for s;x too. Therefore, by the definition of the ideal J(s;x),

N,
Ty(Ep®) = Fy® = 64(Ep*) € T (s55%).
N;
We consider then i # p. In such case, Tp(ENi) = <El+mm) .

If my; = 0, then E:O = F,; and ¢;,qp; = 1, so for each j # p we have 44, = 0ij-
Therefore i is not Cartan for syx, and T, (EN )= EN € J(spx)-

Consider my; # 0. As 7 is not Cartan there exists j # i such that qm” qi; # 1.

Assume first that m, +1 = N;. If m;, = 1, that is g;; = —1, there are two possibil-
ities. If g;pqp # —1, using Lemma 3.8, the identity (9) and the quantum Serre relation
(ade E,)"» 1 E; = 0, we compute in U(s}x),

0= [ (B B
2
= (spx(p mpicty + i) = spx(mpicey + i, (myi — Dy + ) (EF,,, )
2 2
= (X(—ap, o) — x(i, op + ) <Ez+mp) = ¢, (1 + ippi) (E;me> ,

2
so T,(E?) = (E;me) € J(spx). If gpigip = —1, there are 3 possible subdiagrams
determined by ¢,p: it is standard with ¢ = —1, or it is Cartan of type B with g € Gy,
or it is Cartan of type Go with ¢ € Gg. For the first case, if the diagram is of type Ao
associated to ¢ = —1, it follows by definition of the ideal J (s;ﬁx); for the other cases, we

write Ep, "' E,;E," E; as a linear combination of greater words using (45) or the quantum
Serre relamons and also the previous Lemmata.
If mip, > 1 and my; = 1, we compute, using (9) and the relation (ad. E,)*E; = 0,

2
ad B, |Ef Ei| = (spx(ap ai+ap) = spxl(ai + ap, ) (£, )

2
= q; (1 = GiiipQpi) (Ef 1) :

From this relation and (9) again, we calculate

ad. E,, { i1 [E2 L E; } } = (S;X(Oép, a; + ap) — S;X(O&Z‘ + ap, 20 + ap))
C

) 3
(qP_il — GiiGip) (E;rl)
3
:q;f(l - QiiQiqui)(l - qgi(h'pqm) (Efl) .
So if m;, = 2 and my,; = 1, it follows that oy + 3a; ¢ AL and
sp(op + 30y) = 30y + 20y, ¢ Ajfx_
Using the previus Lemma, [(ad E,)°E,, (ade E)E,], € T (55x), 50

£ [E0.E] | € TG0
- c
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because we apply Lemma 3.5 if the relation belongs to a minimal set of generators

(@2 4qipgpi # 1, s0 qii € G3), or we compute it directly for the cases in which it is Car-
tan of type Bs or standard with ¢, = —1. Then, by a similar argument,

1,(5%) = (BL) € Tsp0).

If m, = 3, mp; = 1, we have that sp(ayp + 4;) = 4o + 3y, ¢ AP* 5o

gh |28 B4 E]
“le

€ J(spx)s

4
by a similar argument, using (59). In this case we deduce that (Ejl) € J(spx)-

5
If m;, = 4, then q?iqipqpi # 1, so (Ej1> € J(spx) in a similar way, using (61). We

notice that there are no diagrams such that qm“’ 1 — 1 and Mip > 5.

Now we consider m;p,, mp; > 1, so there are 3 possibilities:

o Mip = Mpi = 2, 80 (59) is a generator of J(spx), and gy € Gg Therefore we

is a linear comblnatlon of greater words modulo J ( px), because Eg € j ( px), SO
T,(E?) = ((ade £,)E;)° € T (s7X)-

e Mmip =3, my; =2, 50 gii = (%, qpp = C Qipdpi = C for some C € G24, and (63) is
as a linear combination of Words beginning with £, or words contalnlng E?, as
a factor. Multiplying by EZQ) on the left, we write (Ef,ﬂi)‘l as a linear com-
bination of greater words modulo J(syX), because E;’, € J(spx), s0 T,(E}) =
(ad, E,)?E,)* € T (si).

e m;, = 2, my; = 3, so there are two possible diagrams; in both cases (62) is a
generator of J(spx). From this relation we write E; E3E E3E as a cornblna—

tion of words beginning Wlth E o contalnlng E4 Multlplylng on the left by E;

ulo j(s X) because Efo € J(spx) or (adc E,)'E; € J(six), so, in both cases,
T,(E}) = ((adc E,)°E;)° € T (spX).
Finally we consider qii "Qipapi = 1, myp < N; — 1, so there exists j # p such that
1 < mg, < mi; = N; — 1. In this case, ¢, j, p determine a connected diagram, where 7 is
not Cartan, connected with j and p, and also ¢;; is a root of unity of order N; > 2. We
have the following possible diagrams under the previous conditions:

o gii € Gs, qpp € {qui, —1}, mp = Myp;i = 1, myj =2, mp; = mjp =0, or
e gii € Gy, dpp = -1, QipQpidii = 1, Qz] = Qii, Mpj = Myp = 0, mi; = 3 (a diagram of
type super G(3), Wlth q € Gy).

Both possibilities follow in a similar way to the case m,; = 1.
We analize now the second relation. As ¢;; = —1,
((ade E)E;)? = ¢; ((ade By Ej)* + 2q;i(E;E} E; + E;E} Ej).
By the first part T,(E7), T,(E7) € J(spx), and as T}, is an algebra morphism, it is enough
to prove that T, <((adC EZ-)E]-)2> € J(spx), to conclude that also T}, (((adC Ej)Ei)2> €
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J (spx), and vice versa. Moreover we need just one of these two relations in order to have
a minimal set of relations.
If p = j, we have

7, ((ade B)E,)?)

2
(BfF,L - qipﬂpgglﬁ;fl)

2
- - -1
((FpEr2L,E) L' — apa, 0, Fo B Ly )

_2 71E 2 _ 4 2 E2 *
9, £i) = Wipksi € T (55X);

because 4, = 99, = 4; = —1.
Now we consider p # 4, j. If mp;, my; # 0, we have two possibilities:
® gy = —11, qi;,qupiququ = —1 so it is a diagram of type super D(2,1;«)), or
® Gpp =4 Ui = —jpdpj € G3 UGy UGg.
For the first case, or the second when g, € Gy,

T, (((ade B)E))”) = [(ade B, B, (ade B, EJ]

Using (47) and Ef, if 4, = —1, or the quantum Serre relations
(a’dQEp)2Ei = (adng)QEj =0

if qpp € Gy, Eiﬂpﬂjﬂp is a linear combination of greater words, so (EpEiEpEj)z is also
a linear combination of greater words. Then,

[(ade E,)E;, (ade B, E;]% € T* (s55%),

by an analogous statement to Lemma 3.4 but for powers of hyperwords, and such relation
is in It (s5x).
For the remaining cases, ¢, € Gz U Gg and

Tp (((adCEi)Ej)Z) = [(ad E ) (ad L ) ]z

We write (E L, EQE ) as a linear combination of greater words using the quantum Serre
relations or (47) SO
T, (((ade B E;)?) € T (55x)
by an analogous argument.
If mp; = 1, mp; = 0, we have two possibilities. If ¢,, = —1, then ¢,; # —1 and

Q. =qpi = Q;,*l, so (53) is a generator of J(spx), as well as Ef, and E,;. By (9), we have

QPqu](l + QPZ)Epzj [Eppijﬁﬂij]g - [E [Epzja E ] ] € \7( )
so Tp(EZ-Qj) m] € J(spx)- If not, then qp_p1 = qpi # —1, and we write E B, E,E,E,E; as
a linear combination of greater words modulo J (syx), using the quantum Serre relatlons

(observe that (g j) is twist equivalent to the original braiding). Therefore Tp(E%) Efn]

T (spx)-

If mp; > 1, my; = 0, then gy, = —qp € G, and the proof follows in a similar way to
the case gpp = —1, but using the relation (56).

If my; = my; = 0, the proof follows easily, because 4 = 4,4 = 4; = —1, and

T, (E%) — B2 € J(sx) by definition of the ideal. 0
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Lemma 3.11. Leti,j € {1,...,0} be such that q,, "¢;; = 1. Then
T, ((adc Ei)minEj) € J(spX)-
Proof. (i) The case p = i was considered in the first part of Theorem 2.9.
(i) Let p = j: we analyze all the possible values of m,. If m;, = 0, then ¢;,qp; = 1, and

T, ((adc E;)Ep) = E;F L' — qipF L E; = (E;F, — F,E,)L," € J(s5X).

—1==p=p

CONSIDER m;;, = 1; by (36) we have

S pEp Himy,

i -1
= (Epﬂjmm +(mpi)g (@07 'q,0,, — DLE, -_1) L,

— QipS, X(mpzoep + oy, ap)F Ef L1

=1, Mp; =D

i -1
:(mpi)q p(ﬂg;p qqup D)spx ((mpi — 1)ap + ai, ap) E;:mm-—l

+FE, Lyt — apx(ai, —ap) EL B, L)
1- Mpi —1 -+
(66) (mm)%p (q;;p Api qu - 1)quqPPEi,mpi71‘
If m,; = 1, we have by this identity and Remark 2.10:
Ty ((adc Ei)QEp) =T ([Eu (ad. Ei)Ep]c) = [(adng)Eiv alﬂi}g,

where a;,,, = )qpp (qul Mpi q;zl qu —1)aipgpp € k™. This element is in J(s;x) because

(mpi
my, =1, so (ad, E;)?E, € J (s}x). We consider now my,; > 2; by Lemma 3.8,

Tp ((adc Ei)2Ep) = [E;rmpi? ampiﬂztmpi—l} c < j(S;X)‘

CONSIDER NOW mj;, = 2. We look at all the possible diagrams with two vertices and
note that mp; = 1, or there exists ¢ € Gg such that ¢;; = —(, qipgpi = ¢, Qpp = ¢3. In
the first case, q,p € {—1,q2}, so this diagram is standard of type Ba, and (45) belongs to
J (spx) by Lemma 3.8. Therefore

T, ((ad, E)*E,) = ax [(ad E,)E;, [(ad. E )E,»,Eiuc € J(s5X).

For the second case, the braiding matrix of spx is g, =-14 95,4, = (8, 4, = = (3. Then

T, ((ad, E;)°E,) = [(ad E,)E;, [(ad, E,)’E;, (adggp)gi]c} e T(s5%),

because (60) is a generator of this ideal.
IT REMAINS TO CONSIDER My, € {3,4,5}. The unique diagram with my; > 1 is

_CIQ

0 ¢ ———— ¢,
where ¢ € G5, ¢;i = —( and m;, = 3, my; = 2; applying s, we obtain

7<13

0_1 - OC5 .

or containing Ez as a factor, or greater than this word for the order p < 1. Multlplymg
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on the left by Ef) and using that Ef, € J(spx); (E%Ei)?’ﬂpﬂi can be written as a linear
combination of greater words, modulo J(s;x). By Lemma 3.4 we conclude that

T, ((ad. E;)'E,) =

E:,_Q’ [E:w [E;,rsz;ﬁ]c] ] = [(Egﬂi)3ﬂpﬂi]g € J(spX)-
ele],

Finally we consider my; = 1, so we have
sp (Mipai + @) = mipa; + (my; — Day, € AT,
sp ((Mip + Vs + ap) = (map + Vs + mpac, ¢ AT,

If gpp = 4,, # —1 then my,; = 3 and (71)71-) EPE? is a linear combination of greater words

modulo J(s}x), where we use first the quantum Serre relation (ad. E,)?E; = 0 to write
Epﬂiﬂp as a combination of the words E?,Ei, Eiﬂf) and then (58), which also holds in
U(spx)- By this relation,

T, ((ade E)'Ep) = | Ef, [Ejl {Ezﬂ@} c]

= c

€ J(spX)-

c

In other case, gy, = —1 and m;), € {3,4,5}, so we also have that
TP ((adc Ei)mip+1Ep) = [Empiai+(mpi—1)ap? (adQEp)Ei]C € \7(3;X)7
by (59), (61) or (63), depending on the value of m;.

(i) Let p # j: if my; = 0 (ie. gip = 1), then 4 = Yiis 4,4, = ij, SO m;; = myj, and

(adgﬂi)mUHEj = 0 holds in U(s;x). Moreover, in U(s;x) we have E,E; = gpiﬂpﬂi, SO
(ade E;)(adc E,) X = Qip(adgﬁp)@dgﬂz‘)X

for any X € U(s,x), by the second part of Lemma 3.7. By Remark 2.10 and the previous
results, in U(s;x) we have

T ((adc Ei)m”HEJ’) = (adgEz‘)miﬁl(adng)mmEj

= ¢ " (ad, B, (ad, E;) " E; = 0.

Consider now my; # 0. If m;; = my; = 0, we apply Lemma 3.7 to obtain
T, ((ade B Ey) = [(ade B,)™ By, Ej], = (ado E,)" ([E;, By, ) = 0.

where we use that ¢, e = ¢ij = 1, so in U(spx) it holds that E. E ] = 0. It remains to

consider the case in Wthh i, j and p determine a connected diagram, and m,,; # 0.

FIRST WE ANALIZE THE CASE m;; = 0, mp; # 0. If gy, = —1 it follows that m,; =
my; = 1. Then 4,45, = 9ippidipdps, and E E,E E; is a linear combination of greater
words for the order p < i < j, modulo J(s;x):

o if 4,9 = =1, it follows from (44),
o if q 9 # 1, we write E,E E; as a linear combination of other words by (47),
where those words are greater than E,E,E; or begin with I, so we multiply on

the left by E,, and use that E;‘; € J(spx)-
In this way, T}, ((ad. ;) E;) = [(ade E,)E;, (adgﬂp)ﬂj]c € J(spx). If mp; = mp; =1 and

4pp 7& —1, then (adcb Ep) i (adchp)QEj € j(S;X)’ by these relations and (adgﬂi)ﬂja
EpEiEpEj can be written as a linear combination of greater words for the order p < 7 < 7,
modulo J(s;x), and also T, ((ad. E;) Ej) € J(spx) in this case.
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If my; =1 and my; > 1 (or analogously, m,; > 1, my; = 1), then ¢,,qp;q;p = 1, and
gpp 7 —1. Note that

qj = S}ZX(O% aj)S;X(ajv i) = qz;)piqm%p-
If g qpigip # 1, then (47) holds in U(spx), so we can write £, E,E; as a linear combi-
nation of other words, greater than E,E E; for the order p < ¢ < j, or beginning with
E,. Multiplying on the left by E,""", we express Ep " E,E,E; as a linear combination of

greater words, using that Egb”iﬂ € J(s3x), or (ad. E,)™ T E; € J(shx), so
Ty ((ade ) Ej) = [(ade Bp)™" E;, (ade B, E;] € T (spx)-

If qpp?* Gpigip = 1 and gy’ it #1, By E,E,E; is written as a linear combination of greater
words for the same order using (adQEp)mPi“Ei, (adQEP)QEj and (ad. E;)E;, so we obtain
the same conclusion. If gy gpigipy = 1 and qg;fiﬂ =1, then my,; = 2 or my; = 3, and the
conclusion follows from (51) or (52), respectively.

If my;, mp; > 1, there is only one possibility: mp; = m,; = 2. The proof is as above,
expressing E;Eiﬂzﬂ jasa linear combination of greater words in the two possible cases:
if gpp ¢ Gs, using the quantum Serre relations; if ¢, € Gs, by (55) and Ef,.

WE CONSIDER NOW my; = 0, m;; # 0. Note that m;; < 3, because we have a
connected diagram with three vertices and ¢;; # —1: qZ”jH

to a diagram of type super G(3):

# 1. If m;; = 3, it corresponds

-1 -3 -3

q q 3 *. . q q 3
o4 o4 Msp SpX . O_1 0_1 o7 .

X: ot
Using (49), E;(E,E;)*E; can be written as a linear combination of other words modulo
J (spX), which are greater than this word for the order p < i < j, or begin with E,, (recall
that B? € J(spx)). Multiplying on the left by E,, (Epﬂi)‘lﬂj is expressed as a linear
combination of greater words, modulo J(syx), using that Efo € J(spx)- By Lemma 3.4,

T, ((adC E,-)4Ej) = [(achp)Ei, [(adng)Eia [(adQEp)Eb (adQpradQEi)Ej]J c]

—[(E,E)'E, ) € T(53X)- 7

If m;; = 2, then m,; = 2 for the diagram

¢t 5 ¢° ¢® ¢®
oS

o¢”

X ol oS emg, SZX Pol? oS

where ¢ € Gg, or my; = 1. In the first case, using that Ef) € \7(3;)() and the quantum Serre
relations we write Eﬁﬂiﬂgﬂiﬂjﬂpﬂi as a linear combination of greater words modulo
J (spX), for the order p < i < j, so

E2EE2E,B,E,E). = |[(ade B, E;, (ad. E,)*(ad. E)E;]  (ad. B, Ei] € T(s3).

If we call ¢ = spx(day + 204 + aj, ap + ;) = X (205 + aj, ap + a;), we have

Ty ((adc Ei)3Ej) = {(adgﬂpyﬁia [(adng)2Ez" (adgﬂp)z(adgﬂi)ﬂj} }

cle

= (ad. Ep) <|:(adCEp)Ei7 [(adgﬁp)2ﬂia (adgﬂp)Q(adQEi)Ej]c} C>

=—C (adgﬂp) ([Egﬂiﬂzﬂiﬂjﬂpﬂi]g) € j(S;X)~
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If my; = 1 and qpp # —1, using (ad. E, V2E; we write E yEE BB B, as a linear com-
bination of greater words and Ezﬂfﬂjﬁl for the order induced by p < ¢ < j, modulo
J(spx). Using now (ad. E,)E;, and (adgﬁi)?’ﬂj when g;,° # 1, or (51) in other case,

E E.E EZE j B, is expressed as a linear combination of greater words modulo J (s;k)x). If

mpi = 1 and gp, = —1, then (48) is a generator of J(spx), s0
|[(ade B,)E;, (ad, B,) (2 E)ES), Ei| € T(s50),
or (45) (considered for the pair p, ) is a generator of the ideal. In any case we have that

T, ((ade B Ey) = [(ado B, E:, [(ade By E;, (ad Ey)(ade EE;] |

= (ad, E,) [ [(ad E,)E;, (ad, E )(adgﬂi)gj]g]ge T(55)-

Now we fix m;; = 1. If my; = 1, we analize each different possible diagram.

o If qpp # —1, then spy is twist equivalent to x (restricted to the vertices p, i, ), and

J ( px) us1ng the quantum Serre relations
(adc E,)°E; = (ad. E;)*E; = (ad. E,)E; = 0.

o If gpp = —1 and giiqipgpi = 1, then ¢, = —1 and 9,9,9;95; = 1. In this way (44)
is a generator of the ideal, and by Lemma 3.7,

T, ((adc Ei)ZEj) = [(adgﬁp)ﬂfu (adgﬂp)(adgﬁi)ﬂj]g
= (ad: E,) ([E;: (ade E,)(ad: E)E;] ) € T (53).

o If gpp = —1 and giigipqpi 7 1, then 4,45, = Iidip = 1, ql]qﬂ @; # —1 and
1 1 -1 -1
T = G G G Ui = ==4;,49,4;4; 7~

so (53) or (54) are generators of J(syx), and then T}, ((adc E)*E;) € T (shx)-
Now we fix mp; # 1. The possible connected diagrams of rank three with these condi-

tions must verify my; = 2, m;;, = 1. Using the quantum Serre relations (ad. E,)E; =

(adgﬂp)gﬂi =0if qf;p # —1, or (46) in other case, E2EZEJE E, can be expressed as a

linear combination of greater words for the order p < ¢ < j, and by Lemma 3.4,
[(adgﬂp) (ad, E) 5 (ade E)E Z] € ._7(8;)().
By Lemma (3.7) we conclude that
Ty ((adc Ei)zEj) = [(adgﬂp)2ﬂia (adng)2(adgEi)Ej}c
= (ad. E,) ([(ade B, E;, (ad, E,)*(ad. E)E} ) € T(55).

FINALLY WE CONSIDER m;j, my; # 0, so each pair of vertices is connected. If m;; = 2,
there is just one possibility,

. — * . —
X o1 g, SpX 1 ol
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which is a diagram of type super G(3). By (49) and Lemma 3.5 we have that
T, ((ad. E;)*E;) = [(achp)Ei, [(ad E,)E;, [(ad. E,)E;, (ad. E,) E }J C] € J(spX)-

The remaining case is m;; = 1. If my; = m,; = 1, there are two possible cases:
® gy = —1; in this case (48) is a generator of the ideal J(s;x) by definition, and by
Lemma 3.5 we have that

T, ((ade F;2Ey) = [(ade E,)E;, [(ad, E,)E,, (ad E,)E ]Q]ge T(55)-

® Gpp 7 — 1, QppQpiGip = QppdpjQip = 1; spx is twist equivalent to x, so (47) is a gener-
ator of J(s5x). Using also the quantum Serre relations (ad. E,)?E;, (ad. E,)*E
(ad E; )QEJ, EPEZEPEZEPEJ is written as a linear comblnatlon of greater Words

modulo J (s%x), so as before T}, ((ad. E;)?E;) € J(s5x)-
It remains to consider the following braiding:

oS
_7 Yl
_<—1

o6 —1 . Then (45) holds for p, i, and so Eiﬂgﬂiﬂp
is expressed as a linear combination of other words of the same Z?-degree. Multiplying on
the left by Ef,, on the right by Ej, and using that E3 =0, E%Elﬂgﬂ E E can be written
as a linear combination of greater words, so

) app = ¢ € G3, mj =myp; =1, my; = 2.

471

The diagram of sjx is o1

T, (e B)*E;) = [(ade By)* B, [(ade B, By, (- EES),] € T(sp0).

Therefore we analyze all the cases and the proof is completed. O

Lemma 3.12. Let i,j,k € {1,...,0} be such that q;; = —1, ¢ = ¢ijqjr = 1. Then,
Tp ([E’ij‘? ] ) € j( )

Proof. Note that in U () we have the following identity, using the condition on the scalars,
(9) and (ad. E;)Ey, = EJ2 =0:

[Eijrs Bjl,. = Gijarj [Ej, Eijrl,. = @ijarj [Eji, Bjl.
so it is enough to prove that one of these relations is applied in J(syx) by T, for each

possible diagram. Let p = j. Note that 4, = -1, 990 %y = D s = 1, so (ad. E;)E},

and (44) are generators of J(s;x). By (36) we have:
Ty ([Bipks Bpl.) = [a1B;, (ade By Ey] , FyLy ' + dipaipEy Lyt [01 By, (ade B, Ey]

(qu qpp qkp + QZkap) FpL;I [Eza (adng)Ek]g

+a1q,, (1= Gprdp) (E:Ex + qipgprainEE;)
=a1q,; (1 = gprary) (ade B;) Ey, € T (spX)-
Let p = 4, which is analogous to the case p = k. By (64) and (66),
T, (B Etl,) = [am,, (ade )™~ ;. (ade )™ (ade B}y
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Note that my; = 1,2. If my; = 1, qpp # —1 or my; = 2, qpp & G3, then g gpigjp = 1. In
. _ Al 0 —
this case, 4 = ey = 995,995 = 1, so (ad. E,)™ri T E; = 0 = (ad. £,,)E),. Note
also that (44) is a generator of J(s}x), hence T, ([(ad. E;)E;, (ad. Ej)Ey].) € T (spx). If
gpp = —1, then
95395p9p; = 4559509k = L, Tpedep = L,
hence in U(s}x), (adgﬂj) E,= (adgﬁj) E, =0if 4;; # —1, or (44) if 4 = —1: in this
way,
Ty (1Ejp B) = a1 [E;, (ade B, (ade B)) By € T (s50).
The remaining case is q,, € G3: by (46) we obtain that
1y ([E]pv Eji] ) = 02 [(adEEp)Ej7 (adgﬂpy(adgﬂj)ﬂk}g € J(spx)-

Finally take p # 4,4, k. First, the proof is trivial if p is not connected with 4, j, k,
because in such case s)x is twist equivalent to x, and then

Tp ([EijlmEj]c) [Ezﬂw ] € \7( )
Now, if p is connected just with 7 (or analogously, just with k), we have
4;; = -1, 99,919 = 1, 914, = 1,
and by Lemma 3.7:

Tp ([Eijkij]c) = [(adgﬂp)mpi(ﬂijk)ﬂﬂj]g = (adgﬂp) ([El]k7 ] ) € j( )

If p is connected just with j, then g,; € {gij, ¢k}, and my; = 1. We assume that g,; =

qij = q'kvjfl. If qppgip = 1, spx is twist equivalent to x; in other case, gy, = —1, and then
ij = 4pjYqjp, qp]q]p qu ij = qkjdik = ijgjk,
so in both cases [(ad. E,)(ad. E;)Ey, E ]c € J(spx). Therefore E E;E E EE; is

linear combination of greater words (for the order p < j < k < i), so we have that
T, ([(ade Ej) By, (ade E;)Ei],) = [(ade E,)(ade Ej) Ey, (ade By (ade Ej)E;] | € T (55%)-
The remaining case is that p is connected with two consecutive vertices. We can assume

that p is connected with ¢ and j. There exist three diagrams satisfying these conditions
(we write also the diagram corresponding to s;x for each case):

q q Sp _ q
O_l 0—1 o09kk e Oq2 o4 1 o9kk ,
—1
q q
R q—x
o1 o1
—1 —1
q q Sp _
o1 o1 odkk PO o—q ! o1 odkk
—1 —1
—q ! —q
o1 o~1
2 -2 2 —2
q q Sp q
o1 o1 odkk o~ o1 o1 o4kk
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Here g # —1. For the three diagrams, m,; = m,; = 1. Consider the order p < j <1 < k:

T, ((Eji, Eiel,) = [[EWEJ [Em,Eku (B,E,E, BB, E;E).

in the first case usmg (48) for the second one, we write E E E. EPEJ as a hnear com-
bination of other words of the same degree by (53), where those words are greater than
E]EPE EPEJ or begin with Ep, and then we use the quantum Serre relations; in the last
case, E E E,; is a linear combination of other words of the same degree by (47), where

those words are greater than E jEpEi or begin with Ep. In all the cases we conclude that
T, ([Eji, Ejil,) € T (s5x)- O

Lemma 3.13. Let i,j € {1,...,0} be such that qj; = —1, and also q;; = £q;; € G3, or
¢i4ij € Ge. Then, T), ([(Eiij,Eij]c) € J(spx), for anyp € {1,...,0}.

Proof. We denote x := [(Eyj, Eij],.. We begin with the case p = j. Note that m,; = 1
(because gy, = —1, @i # 1), 3a; + 20y, ¢ AX, s0

sp(3ay + 20p) = 30y + oy ¢ Ajfx.

Using (66) and (ad. E;)*E, € J(s}x), we obtain that
To(x) = aar |[E B, Ei| € T(s50).
c
Now let p =¢. By Lemma 3.4 it is equivalent to prove that

Ty(x') € T(spx), where x’ := [Ejp, |E;p. E,) L,
because we have proved that T}, apply the generating relations of degree less than x in
elements of J(s;x). By (36),

T,(x) = diay [(ade B,)E;, E;], € T (s,x).

because it holds that 4= —1, or 4,49, =

Finally, let p # 4, j; the case my; = m,; = 0 follows easily as in the previous Lemmata,
so consider the case in which p, ¢, j determine a connected subdiagram of rank three. We
note that ¢ € Gs.

We take first m,; # 0, m,; = 0. The possible braidings verify that m,; = 1, so for the
order p <1 < j,

Ty (x) = [[Ep BBy, [E,,Z,E]] [E,E,(E,EE,)?] .

where we use that (ad. E,)E; = 0in U(syX). As qpiqipqii = 1 O @pi¢ip = +qii, we have that

4,=-1org,q.4q,=1or q“quqm =lorg, =-q,9,€Gs, s0 E,B,E,E,E;E,EE;

can be expressed as a linear combination of greater words modulo J(s;x), using the
quantum Serre relations or (45). We deduce that T),(x) € J(s;X), using the Lemma 3.4.
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Now let mp; = 0, my; # 0. We note that m,; = 1 for any possible diagram, and in
U(spx) we have that:

where we apply (64) (because (ade E,)E; = 0), (9), and finally that (46) is a generator of
J(spx), because ¢, = gi; € Gs, mj; = m;), = 1, and (45) is also a generator by Lemma
3.8.

Finally, consider my;, m,; # 0. There exists just one possible braiding: ¢,, = —1 =
-1 _ dii

o1

Gilip, Gii = —Qij = qp_ilqi;l. The diagram of spx is o~! o~ 1, and the
solution is analogous to the previous case, but now we use (48). O

Lemma 3.14. Let i,j,k € {1,...,0} be such that ¢;; = £q;; € G3, qir, = 1, and ¢;;¢i;; =
40k =1 or q;j = =1, qi;q5 = 1. Then, for any p € {1,...,6},

Ty ([Eiijr, Eijl,) € T (spx)-

Proof. We denote x = [Ej;jx, Ei;],. We begin with the case p = k. In all the cases we
have that my; = 1, and s,y satisfies the same conditions, so (46) is a generator of J(spx)-
Then,

Tp(X) = [(adgﬂi)z(alﬂj)a (adgEi)(adQEk)E ] = a1Gik [Euj?Ekij]g

= a1qik [En]k?ﬂz] =0 (mod J(spx)),

where we apply first (66), then (64), (ade, Ej)E; = 0 for the second line, y finally (9) plus
the fact that (45) is a generator of J (s px) The cases p =i, p = j are proved in a similar
way to the case p =i of previous Lemma.

Finally take p # 1, j, k, and assume that p is connected with at least one of the other
vertices; in other case the proof is easy as above. We have two possible cases: my; = 1,
My = Mpg, = 0, or My = 1, my; = myp; = 0. For the first one,

130) = | [ [ Bl (B Bk

and we have two possibilities:

e if g,, = —1, then ¢;;q;p = 1, and g, =—1,s0 (48) is a generator of J(spx) for the
subdiagram determined by p, 1, j. Therefore T),(x) € J(s;X)-

o if g, # —1, then ¢, = qizlq;il = Gii, S0 Spx is twist equivalent to x and (46)
is a generator of J(spx). Then Tj,(x) € J(spyX), because it is obtained after to
apply (adep Ep) to (46) and multiply by a non-zero scalar, where we use also the
quantum Serre relations involving E,,.

For the second case, we use (ad. E,)E;, (ad. E,)E; € J(s,X) to obtain that
Tp(x) = [(ade £,)*(ade B)) (ade B, Ey,, (ade By E,],
=g 0, [(ade B,)(ade E;)* (ade Ej) By, (ade By E,],

c ==

=% q, (ad: B,) ([(ad. E;)(ad. B} Ey, (ad- E))E;] ) 20 (mod J (s;)),

=p ]p
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by (64) and the fact that (46) is a generator of J(spx)- O

Lemma 3.15. Leti,j,k € {1,...,0} be such that ¢, ¢ij, ¢;x # 1. Then, for any p,
1 — gjk
T, <E3k - !

=g [Eik, Ej], — ¢i5(1 — éjvk)EjEz’k> € J(spX)-
j i

Proof. Let x = E;j, — ﬁ [Eik, Ej, — qij(1 — qjx) Ej Egi.. By a direct computation we

obtain the same relation, up to an scalar, if we permute the vertices i, j, k, where we use

that g;rqijqjr = 1, so it is enough to consider one of these permutations for each p.
Consider then p = k, which is analogous to take p =i or p = j. Note that {mp;, m;;} =

{1,1}, or {mpi, mp;} = {1,2}, so we fix m,; = 1, my; € {1,2}. By (66),
Ty (Biji) = (dpp 4 GG — Dtjptpp [(ade Ep)"™7 B, Ej]

1—my; — _
Tp ([Elka Ej]c) (QPP T qulqlp - 1)Qip‘]pp [(adng)mm lﬂia (adgﬂp)Ej]£7

T—my; _ _
T, (EiEi) = (gop " qu‘ Qip — Dipapp(adc E) E;(ade E,)™" 'E;.

If mpi = 2, or mp; = 1, qpp # —1, then g, q,. 1453950 43,9 # 1 and we deduce that
Tp(x) € j(szx) from the fact that (47) is a generator of j( spX), because we can write
then E;np’ﬂiﬂj as a linear combination of greater words (for the order on the letters
p < i < j), modulo J(syx), y apply then Lemma 3.4. If g, = —1 then 4,9, = 1, so
(ade E;)E; € J(spx). By a direct computation, there exists a € k™ such that

Tp(x) = a(adgﬂp)(adgﬂi)ﬁj € j(SZX)-

Let p # i,j,k. We note that p is not connected with any of the other vertices (so
the proof follows easily as in the previous Lemmata), or p is connected just with one of
these vertices. For the last case we can assume that m,; # 0, so the unique possibility is
Mmpi = Mip = 1. Then g = 4450 qij = 95,950 QK = LI # 1, so (47) is a generator of
J(spx)- By Lemma 3.7 and the relations (ad. E,)E; = (ad. E,)E), = 0, we deduce that
T),(x) is obtained, up to a non-zero scalar, after to apply (ad. E,,) to (47), modulo J (spx),
so Tp(x) € T (spx)- O

Lemma 3.16. Leti,j, k€ {1,...,0} be such that
) ai=aq;=-1 " =ak '
(II é;; =qj; = —1, Gi; = —@2 S Gg, (j];-]; = 1, or
(i) gk = Gk = 455 = =1, @i = —qijk € G3, g =1, or
(iv) 455 = =L, @i = 4", djp = —43, G = L, or
( q”:%]:q}ck: 1i@;:@l/€€G37@;:1,
Then, for any p, T, ([[EU,E”k] j]c) € J(spx)-
Proof. Denote x = [[Eij, Eijil, , Ej]c; we analyze each case.
(i) We begin with the case p = k; by (66) and as E?, EJZ, (adc E;)E,, are generators of
J(spx) (note that syx is twist equivalent to x), we have that

Tp(x) Zay [[EngaE ] >Eij = aig,, [[EPZJ’E ] ’Eij

~a|[E,i Ejl, ,Em} = o [E,E;E,E;EE,E;] (mod J(s;x)) .

=pjir =,

s Qik =1, or

for some a € k*, where we use the order on the letters p < Jj < i As (48) is also
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Words greater than this Word or beginning with E,,. Multiplying on the left by E and

of greater words modulo J (syX), so by Lemma 3. 4 T ( ) € T (spX)-

Let p = j; note that my,; = my, = 1. Also, Q;il = q,, ;> 5° (adgﬂi)QEk € J(spx); use
(66) and work as in the case p = i of Lemma 3.13 to obtain that

Tp( ) _al [E Ezpki Flejl - a%qz?pq’cpEpL; [E Ezpk] =b (adQEi)QEk S j(S;X)>

for some b € k*.
Let now p = 4. As in the previous Lemmata, it is enough to prove the statement for

x' = [[Bjp, Ejp)... Ej]..-
We apply (66) to obtain, for the order on the letters k < i < 7,

Tp(x') = H[Ek alﬂj]g,ﬁjic : (ach,,)Ej] = ai [ExESE,E;] -

As qjjqung = qwq]quj = 1, we deduce by (51) if 4;; € Gs, or by (adgﬂj)zﬂp =
(ad. E j) E,=0,if 4;; ¢ Gs, that E kﬂgﬂpﬂ ; 1s a linear combination of greater words, so

T,(x'") € J(s5x), and then T),(x) € J(s5x)-
If p # 4,4, k, then p is not connected with these three vertices, or p is connected just
with i, satisfying also gppgp = 1, or ¢pp = —1, ¢ipqi; = 1. For the last case we have:

Tp(x) = [iEpw’Epwki Ejigg(adgﬂp) (i[Ep”’E”k] Ej]C)
~(ad, B,) ([E,EEEEEE,],) mod J(s;x)

by using first Lemma 3.7, then (ad. E,)E;, (ad. E,)E;, (ad. E,)E; € J(s;x), and fixing
the order p < i < j < k. We conclude that Tp(x) € J(s px) by using (50) if g, = —1, or
usmg the quantum Serre relations corresponding to ad; E), to write E B, E;E,E;EL B as

(i), (iii) , (iv) , (v) If p € {4, j, k} the proof is completely analogous to the previous case.

Let p #£ 4,4, k, so p is not connected with any of these vertices, or it connected only
with ¢, or only with k. The first case is easy. For the second case, m,; = 1, because g, = 1
or qp_p1 = ¢ip # —1, and the solution follows as in the previous case. For the last case,
mypr, = 1 and the proof is also analogous, considering the previous x'. Il

Lemma 3.17. (i) Let i,5,k,l € {1,...,0} be such that qpr, = —1, (j}f = ar ' = qu,
4ji%; = 4Gk = Gk = qu = qj = 1. Then, for all p, T, (H[Eijkl,Ek]C,Ej]C,Ek]C) €
T (spx)-

(i) Let i,j,k € {1,...,0} be such that g¢;; = q;; = —1, (}2}3 = (jjv;fl = qur # *1, qr = 1.
Then, for all p, T, ([[Eij, [Eij, Eijk) ] jic) € J(spx)-

Proof. (i) The proof is analogous to (i) of the previous Lemma, because if p # i, j, k, [ is
connected with some of them, then p is connected only with ¢ with the same conditions.

(ii) If p € {4, 4, k} the proof is completely analogous to the previous Lemma. If p # i, j, k is
connected with some of them, then p is connected only with ¢ and gpp, = —1, ¢ = —¢;; €
Gy4. Anyway, the proof is analogous to the previous Lemma. O
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Lemma 3.18. (i) Let i,j,k € {1,...,0} be such that q;; = G;;> = qjx € Gs, Gr = 1.
Then, for all p, T, ([[Eijk, Ej], , Ej]c) € J(spx)-
(i) Let 1,5,k € {1,...,0} be such that qj; = E]ivj?’ = gjk € G4, ¢ = 1. Then, for all p,

T, ([1Bije: Bl Bl Bi],) € T(s50).

Proof. (i) Let x = [[Eijk,Ej]C,Ej]c. For the case p = k, note that m,; = 1 in all the
cases, so for the order i < p < j on the letters we have by (66):

Ty(x) = |[Eyj By, Byy| = [EEE,E,EE],.
As (ad. E,)2E; € J(s3x), or (48) is a generator of J(s}x), and also E3 (ad. Ej)E; €
J ( X), Elﬂj E kE B kﬂ can be written as a linear combination of greater words modulo

J(s pX) so Tp(x )€~7( X)-
Consider now p = j. By (66) and the relations defining J(s;x),

100 = | ([ (0. B, PE, B, B | = e BB
for some a € k*, so T)(x) € T (spX)-
Let p = 4. It is equivalent to prove that T),(x') € J (s}X), where X' = [[Eyjp, Ej], , Ej] -

We note that m;; = 1 for all the possible diagrams, so T),(x) = a1 [[Ekj,ﬂpj]c ’Em} , and
= C

a proof similar to the case p = k tells us that T),(x') € J(spX), so Tp(x) € T (spX)-

Finally, if p # 4, 4, k, then p is not connected to any of these vertices, or p is connected
only with 4, or it is connected only with k. The proof of the first case is again trivial, and
for the other two cases T,(x) € J(s;x), using Lemma 3.7 and the fact that spx is twist
equivalent to .

(ii) The proof is analogous to (i) . O

Lemma 3.19. (i) Let ¢ j,k € {1,...,0} be such that ¢;; = qij = —1, qj; = @_1 # —1,
¢ir = 1. Then, for all p, T, ([EU, Eljk]c) € J(spx)-

(i) Let i,7,k € {1,...,0} be such that q;; = qrr = ¢jx = —1, ¢ii = —qi; € G3, qir = 1.
Then, for all p, T, ([Eiijka Eijk]c) € J(spx)-

Proof. (i) Let x = [Eyj, Eyji],.. If p =k, mp; = 1 in all the possible diagrams and then:

Tp(x) = a1[Eyy,;, E; ] algip[ﬂkijvﬁij]g'

ikj o =
We consider the two possible values of ¢,,. When ¢,, # —1, the diagram is of Cartan
Cs type, associated to a root of order 4, and spy is twist equivalent to x. Therefore
T,(x) € J(spx), using that (53) is again a generator of J(spx). If g = —1, then
¢jj € G3U G4 UGg, and 4= Q;; =g, =—1,s0 (43) is a generator of J(spx) and

Tp(x) = a1q [Erij, Eyjle = a1, ade By, (E) € T (s3x)-

If p = j, we consider the different possible orders of gyp,. If ¢, € G4 U Gg, then p is a
Cartan vertex and spx is twist equivalent to s,x, and my; = 2,3
TP(X) = ampi [(adgﬂp)mpi_lﬂn [(adQEp)mpi_lﬂiaﬂpk]g]c = [Emm 1E Emm 1E7,EpEj]



ON NICHOLS ALGEBRAS OF DIAGONAL TYPE 33

We use the quantum Serre relations and (53) to write E, "' E,E, """ E,E,E; as alinear
combination of greater words modulo J(syx). If gy, € G3, then

otii=—1 = odrp 5 odkk=—1 g odrp
Upp _qg/ Xﬁp
o~ pp odkk==1
—a2 :
9pp

The result follows in a similar way, but using that (45) and (47) are generators of J (s x)
in this case.
If p =14, by Lemma 3.5, it is equivalent to prove that

Tp(x') € I (55X); X' 1= [Egjp, Ejp, -

Note that (adgﬂj)Qﬂk € J(spx), because for all the possible diagrams gj_jl = 4.9, # —1.
By (66), we have
Tp(x') = aj [(adgﬂk)ﬂjvﬂj]g € T (5,X)-
Finally, if p # 1, j, k, then p is not connected with any of these vertices, or p is connected

just with ¢ and my; = 1, or p is connected just with k£ and m,, = 1. The proof is analogous
to the corresponding case in previous Lemmata.

(ii) If p # 1,7, k, then p is not connected with them and the result follows easily. In
consequence, we consider the case p € {4,7,k}. If p =k, s;x is twist equivalent to y and
(45) is a generator of J(spx). Therefore (66) implies that

T, ([Eiije, Bijil,) = 63 [Eiij Bij], € T (5,x).

If p = j, we have that

o1 s

odii
—qii © -1 5p

O—l
—q?/ \
2 0001
ofii Qii ° .

By (66) and fixing the order p < i < k, we have that

Ty ([Eiiji. Eiji),) = a3 [[Epivﬁpik]gvﬂpik}c = [E, BB, L, E E,E ]

We write E,E,E,F,E, E,FE;E; as a linear combination of greater words modulo J(s;‘,x)

using that (47), (45), Ez, E? and E,;, are generators of J(spX), so Lemma 3.4 implies

that Tp ([Eiijka Eijk]c) € j(s;X)
Finally let p = i. By Lemma 3.5, it is equivalent to prove that

Tp(x') € T(spx), X = [Ekjp, Ejppl, -

Note that spy is twist equivalent to x, so mjzp is a generator of J (S;X). Applying (66),

Tp(x') = ajar [Ekjp’Ekj]c = ajay [Eij’ﬂp]c € J(spx)-

Therefore T}, ([Eiiji, Eiji],) € T(spx)- -
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Lemma 3.20. (i) Let 4,5,k € {1,...,0} be such that qi; = ¢ij = —qix € G3, qjr = 1,
4;; = —1, gk € {~1, @i '}. Then, for all p,
Ty ([Ei, [Eij, Eil,] , + xixji [Eiiks Eij), + @i Eij Eiir) € T (s3x)-

(i) Let 4,7,k € {1,...,0} be such that qi; = qrr = —1, i = 1, qi5 € G3, qj; = —qjr =
+q;;. Then, for all p,

T, ([Ez'» Ejjil. — gy (L +a3) [Biji, Byl + (14 q55) (1 + Q?j)EjEijk) € J(spx)-

Proof. If p # i, j, k, then p is not connected with these three vertices and the proof follows
easily for both relations. We consider then p € {i, j, k} for each item.

() Ifp=k, E,E,EE,; E;E; is a linear combination of greater words by (45) and the
quantum Serre relations, depending on the value of ggr. In this way, there exist a,b € k

such that
= [E,E,E,E,E,E;|. + a|[E,E;E,E,E;|. + b|E,EE,][E,E}]. € T (spX).

EpLibplit L EpLi SZpkitjle
On the other hand, by (66) and for the order on the letters p < i < k,

T, ([, [(ade )2, (adc )], C) = a1 |(ad. B,)E;, [(ad, B,)(ad. ) E; B |

w[E,E,E,EEE].,

—p=~Lp—L1—=Lj—=1

1) ([(adc xi)ka, (ad. $1)x3] c) = [[(adgﬂp)ﬂivﬂi]gv (adgﬂp)(adgﬁi)ﬁk]g

= w[E,E}E,E,E;).;

Ty ((adc mi)xj(adc x2)2$k) = a1 (a dgf )(ade E;) Ey, [(adgﬁp)ﬁhﬂi]g
= w[E,E,E;|[E,E7]..

Calculating explicitly the scalars a,b, we notice that T (x) = a1x’ € J(spx). The case
p = j is analogous.
Finally the case p = ¢ follows as the corresponding case in Lemma 3.15.

(ii) The proof is analogous to the previous case. O

Lemma 3.21. (i) Let i,5 € {1,...,0} be such that m;;, mj; > 1. Then, for all p,
T, (1 = gij)a554ji [Bis [Eijy Bjl.], — (14 455) (1 = 4565 ) E;) € T (spx)-

(i) Let i,5 € {1,...,0} be such that q¢;; = —1, qiiq;; ¢ Ge or mj; = 2, and g;; € Gu,
mi; =4, or mi; € {4,5}. Then, for all p,

1~ GiiGij — GG i o .
Tp <[E27 [Eiij’Eij]C]c B (1“ wq”ql]”)qujz . E“J j(spx>'

(iii) Let i,j € {1,...,0} be such that qj; = —1, ba; + 4a; € AX. Let
v = gij, a=(1-v)(1—-qgn®) — (1 — )1+ gi)gv
b=(1—-v)(1-¢30% —a g,

b— (14 gi)(1 = giiv) (1 + v + gsiv*)gho?

3,2 .3
qququ

d=
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Then, for all p, T} ([Egai+aj,E4ai+3aj]c —d E%,aﬁzaj) € J(spX)-

Proof. (i) Let x be the relation we are considering here. We note that if p # 4,j then
my; = my; = 0, so the proof follows easily. Moreover the conditions about 7, j are the
same but one relation implies the other holds in U(x) too by Lemma 3.4. Therefore it is
enough to consider one of cases p = i or p = j; consider p = j, in order to apply (66).
Note that m,; = 2, 3.

If my; = 3, then m;, = 2 and we have that

T, ([Eu [Eip,Ep]c] c) = [Epppi’ﬂpi]g'

By (9) we can write T),(x) as a linear combination of

=ppi? —=ppv’

B, [E E]L, fo e

note that [E [Eppz, E ] ]C = [EinEpEi]g if we consider p < 4. Using the quantum Serre

relations or (58), depending on the case (there exist two possible diagrams), E?)Eiﬁpﬁi is
expressed as a linear combination of greater words modulo J (syx), so Tj(x) € J(spx) by
Lemma 3.4.

If m,; = 2, there exist three diagrams such that m;, = 2, and two such that m;, = 3.
In all the cases,

Tp (E’LQp) _a2 ng

T, (B [Bip. Byl.],) =asar By ], = mar |B,. (B, B),| +a2ar g0, —a,)E}:

where we use (9) for the last equality. If g, = —C, ¢ip = (7, @i = (3, for some primitive
root ¢ € Go, then syx is twist equivalent to x and (57) is a generator of J(s;x), so
Tp(x) € J(spx) by this relation and Lemma 3.4. For the other braidings ¢, = —1, so

[E,i E; ] € J(spx) and the coefficient of Ezi in the expression of T)(x) is zero. Then

Tp(x) € T (spx)-
(ii) Let x be the relation we are considering in this item. First we consider p = j; if
gpp = —1, then my; =1, so
sp(3ai + ap) = 3a; + 20y, sp(3ay + 20p) = 3a; + oy € Aipx,
so my;, > 3. Applying (66) we have that:

T, (EZ,) =ai [E E] ,

ip piy =i

T, ([Ei: [Biig, Eijl,] ) = ai [E [[EP“E] ’Ei]c]c'

As my, > 3, (58) is a generator of J(s;x), or my, = 3, ¢.. ¢ Gu, so Epﬂiﬁpﬂg can be
written as a linear combination of greater words modulo J (s;;x), for the order p < 7, using

the corresponding quantum Serre relation and Ez. In both cases we apply Lemma 3.4 to
deduce that T},(y) € J(s5x)-
If my; = 2, then m;, = 3; in this case,
(EZZZ;D) =
Tp ([E’“ [Eiip7 Eip]c] c) = a’% [Eppi7ﬂ4ap+3ai:| .

We have two possibilities for s x:

[E,i E,i,

ppi> =pil ¢

S
O
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4-5

° OCS

1, ¢ € Gay, so (63) is a generator of J(s;x),
_413

° OC5

, ¢ € Gys, so (61) and E;’, are generators of J(s;x)-

Then E2E E2E1EPEZEPE is written as a linear combination of greater words modulo
J (spx) in both cases, so by Lemma 3.4 we have that T),(y) € J(s,X)-

Let p = 4; by Lemma 3.5, it is equivalent to prove that T,(y') € J (spX), where

y' = [[Ejp’ [Ejp, Ep]c]c ) Ep]c —a ([Ejp’ EP]C)Q ’
and a € k* is fixed. Note that

T, ([[(ade By By, [(ade ) By, By, By,

tmyi-1 ([(ade B,)™ 7 E;, (ad, E,)™ ~2E}] F,L;"

2
=aq L L

Mpi

~ Gy Ey Ly [(ade B, B, (adQEp)mpi_2Ej]g>

T ([E]p7E ] ) - ampiampifl(adgﬂp)mx)i_zﬂi

In any case, Tp(y’') € ker sz 18 a linear combination of

Ey" EEyTTE],  [EyTE)?

iley

so by Lemma 3.4, T,(y') € J(spX), because (57), (respectively, (58), (63)) is a generator
of J(spx) if mp; = 3, (vespectively, my; = 4, mp; = 5).

Finally we take p # 14, j, so p is not connected with ¢ and j (and the proof follows easily
by Lemma 3.7), or p is connected only with i, and ¢;; = ¢i; = q;ilqi;l € Gy, qpp = —1.
Consider the order p < i < 7, so

Tp (E”J) [Epz’ Epw]

Ty ([Ei [Eajs Eij),)) = [E [[EP“EW] Em-j]c] — |E,E,E,E,E,E,E,E,E,E,,.
cle

By (52), E,E EZEPE E E E, can be written as a linear combination of other words
modulo J (syx), which are greater than it or they begin with E,; multiplying on the left
by E,, on the right by E;, and using that Ez% € J(spx), EPEZE E,E,E,E;E,E,E; is
a hnear combination of greater words modulo J(s;x), so Tp(y) € J(spx) by a snmlar

argument to the previous steps.

(iii) The proof is analogous to the previous items, where we note that in the two possible
cases ¢;; = —1, and if p # 4, j, then p is not connected with them. O

Lemma 3.22. (i) Let i,j € {1,...,0} be such that 4a; +3a; ¢ AX, qj; = —1 or mj; = 2,
and also mi; > 3, or mi; =2, qi; € Gz. Then, T), ([E3a2+2aj, Eijle ) € j( X), for all p.
(ii) Let i,j € {1,...,0} be such that 4a; + 3a; € AX, boy + 4oy ¢ AX. Then, for all p,
T ([E4a1+3a]7 w] ) € J(spx)-

(iii) Let i, j € {1,...,0} be such that 3o +2a; € A, ba+3c; ¢ AX, and Gaij, gy # 1.
Then, T, ([Eu-j, E3ai+2aj]c) € J(spx) for all p.

(iv) Let i,j € {1,...,0} be such that 5oy + 20 € AX, Ty + 3a; ¢ AX. Then, for all p,
T, (Eiiys Eaf), Eajle) € T (5pX)-
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Proof. For these four sets of conditions, if p # i, j then p is not connected with 7 and j, so
the proof follows easily using Lemma 3.7, or we have a diagram as in Lemma 3.21, (ii) ,
and the proof is analogous to this one. In consequence we will consider p = ¢ and p = j
for each one of these cases.

(i) Let x = [E30,+20a;, Eijle, and take p = j. If my; = 1 (that is, gpp = —1 or gppqsp = 1),
we have that

sp(3ay + 20p) = 304 + oy € Ajf’x, sp(dag + 3ay) = 4o + o ¢ ASPX.

Therefore m;, = 3, so E? (vespectively, (ad. E,)*E ») is a generator of J (spx), if ¢,, belongs
(respectively, does not belong) to G4. By (66) and the previous relations, dependlng on
the case,

Ty(x) = af H[EP“E] ,EiL,EZ} € J(spx)-

The remaining case is m,; = 2, for which there exist two possible diagrams:

C7 _412
(@]

o~ ¢ ¢, ¢ € Gy; o—¢ 5 (€ Gs.

In both cases gy, € G3, and also
sp(3a + 20p) = 3a; + 4oy, € Ai;X, sp(da; + 3ap) = 4a; + Boy, ¢ Ajf*’x.

Then (61) is a generator of J(spx) if 3a; + 5y, € Ai;x, or (62) is a generator of J(s;x)
in other case, so for both braidings EgEiEpEiEpEiEpEi is a linear combination of greater
words modulo J (spx), and (61) belongs to J(s,x). Therefore

Tp(x) = aj H[EppzaE ] 7Epi:|caEpi:|c € J(spX)-
Consider now p = ¢, so by Lemma 3.5 it is enough to p;rove that
Tp(x') € T (5,X)s x' = [Ejiw [Ejpa [Ejp, Ep) ] ]c'
If my; = 2, then s,(3ap + 205) = ap + 205 € As;X sp(4ap + 3a;) = 20y + 30 ¢ Afx,
so m;, = 2, and (45) is a generator of J(s;X); then
Ty(x') = aday [Epj, (E,;, E;] ] € J(spx)-

If my; = 3, then s,(3a; + 205) = 30y + 205 € Af’x, sp(day + 3a) = oy, + 3a; ¢ Af’x,
so (62) is a generator of J(spx). By (66),

T,(x') = ajas [Eppﬁ [EPPJ’E ] L € J(spx)-

If mp; = 4, then s,(3ay + 205) = 5oy, + 205 € Ajfx; moreover, we note that 7o, + 3o ¢
AS” X in both cases, and (60) is a generator of J (spX). By this relation and the quantum

Serre relations, EPE j E?)E j EPE ; is written as a linear combination of greater words modulo
J (spx), so

Tp(x') = ajas [Epppﬁ [EPPPJ’EPP]']Q:L € J(spx)-

(ii) The proof is similar to (i) , but more simple: for p = j we have just one possibility,
Mmp; = 1.
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(iii) Let x = [Ejij, E30,+2a,]c- Consider p = j; we consider i a non-Cartan vertex, because
in other case I, E E2 or E2E E2 can be Written as a linear combination of other Words

combination of greater words modulo 7 (spx), so the relation is redundant in thls case. In

consequence we consider my; = 1, and for this case Epﬁfﬁpﬁf is a linear combination of
greater words modulo J (syX), so

T,(x) = [[EPZ,E] [[EPZ,E] EH € T(sx).

Let p = i; as above, it is enough to prove that
Tp(X,) € j(S;;X), x = [[Ejp, [EjpaE ] ] [Ejva ] ] .

If my; =2, then sp(3ap + 205) = oy + 205 € Ajfx, sp(bay +30j) = ap + 3a; ¢ Ajf*’x,
SO (adgﬂj)5ﬂp (or E3) is a generator of J (spX); therefore

T,(x') = a3a? |:|:Ep]?E } ’Ej]g € J(spx)-

If my; = 3, then s,(3a; + 205) = 30y + 205 € Af’x, sp(bay + 3a;) = 4oy + 35 ¢ Af’x,
so (61) is a generator of J(spx). Therefore

TP(X/) = CL3€L2 |:[Epp]7E ] 7Epj:|c € j(S;X)

If my; = 4, then s,(3a; + 205) = 5oy + 205 € Af’x, sp(bay + 3a;) = Toy + 3a; ¢ Af’x,
so (60) is a generator of J(spx). In consequence,

Tp(x') = aja3 [[EpppJ"Eppj]g?Epij € J(spX)-

(iv) The proof is analogous to the previous one. O

Now we are ready to prove that the Lusztig isomorphisms descend to the family of
algebras U (), so we will look at the root system of this family of algebras. As we consider
finite root systems, they are univocally determined as sets of real roots, and using this
result we will obtain the desired Theorem of presentation by generators and relations of
Nichols algebras.

Proposition 3.23. The morphisms (38) induce algebra isomorphisms
Tp7Tp7 : U(X) - U(S;X)7
such that TyT,” =TT, = idy(y-

Proof. By the definition of the ideals J(x) and the previous Lemmata, T,(J(x)) C
J(spX), so there exists an algebra morphism T}, : U(x) — U(syx). By #7 = id and the
definition of the ideal, ¢4(J(x)) = J(x), and also ¢ (T (X)) = J(x) for any X € (k*)?,
because the ideal is Z?-homogeneous. By (39) we have that Ty (J(x)) C T(spx), so there
exists also an algebra morphism 7,7 : U(x) — U(s;X), induced by the corresponding
morfism.

These algebras are generated by E;, Fj, L;, K;, and the identities 17,7, =TT, = id
hold for each one of these elements, so these identities hold for all the elements of these
algebras, and these morphisms are isomorphisms. O
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This result lets us to prove the main result of this Section. The proof is similar to the
one for [Al, Thm.5.25].

Proof of Theorem 3.1.
Set AY := AT(UT(x)) \ {Naa : a € AY}. By the triangular decomposition, Lemma
2.8, Theorem 2.9 and Proposition 3.23, we have that

(67) Mo+ = Hu (0nz,) = oMyt (50 An(E,);

for all p € {1,...,60}, because deg(T,(X)) = sp(deg X) for each homogeneous element
X € U(x)- Recall that h(E,) € {ord gpp, o0}, so

(68) AT (U+(X)) =5 (A+ (U+(s;X)) \ {ay, Npap}) U Sp,

where S, = {ap}, or S, = {ay, Npayp}, s0 AX = s, <éjf’x \ {ap}) U {ap}.

In this way, if we consider the sets éﬂ‘r, for each x in a Weyl equivalence class of a
fixed braiding with finite root system, then R = {AX} is a root system for our Weyl
groupoid, according with the Definition 1.17. As we have a finite root system, it follows
that Aﬁ = Aﬁ, for all x, because by Proposition 1.21 all the roots are real. In this way,
AT(U*(x)) is obtained from A% adding Ny, for some a € AX. Fix an order on the letters
x; and consider the corresponding PBW basis. We have a projection m, : U(x) — u(x)
of graded braided Hopf algebras, so the corresponding =, of the PBW basis of u(y) are
generators of the PBW basis of U(x), by the definition of Kharchenko’s PBW basis. On

the other hand, each simple root of a non-Cartan vertex satisfies EZN "= 0in U(y), so
Nia; ¢ AT (UT(x)). Therefore (67) implies that

Noa ¢ AT (U (x)), for all @ € AX \ O(x),

because « is of the way o = w(a;) for some w € W and i € {1,...,0}, i a non-Cartan
vertex in the corresponding x’. Analogously, for each Cartan vertex i, N;o; € AT (U™ (x)),

because EZM # 0 1in U(x), so
Nea € AT (U (x)), for all @ € O(x).

Therefore AT(UT(x)) = AY U{Nqa: a € O(x)}

Suppose that the degree Nya in AT (U (x)) corresponds to a Lyndon word of this
degree: we can assume that it is of minimal length, and we denote it by u; set (v,w) =
Sh(w). In this way, degv = 3, degw = ~, for some 3, v € AY, and f+ v = Noo. As
all the roots are real, we deduce that if 3 < «, then 0 < a < 7, by a similar argument
to the convexity properties in [A2]. We can consider then the case f = «;, because
it B = s sik(aik+1), where w = s;, ---s;, is the beginning of the expression of the
element of maximal length, we apply w™' to obtain that a;,,, +7 = Naa' for some
o,y e Afﬁ. Note also that N, > 2, because if we suppose N, = 2, then « is applied in
a simple root «; corresponding a Cartan vertex by some element of the Weyl groupoid,
and as N, is invariant by the action of the Weyl groupoid, it should be ¢;; = —1, but it
corresponds to an isolated vertex or a non-Cartan vertex, which is a contradiction. Set

0 [4
o = E nJOé], Y= E m]Oé], fOl" some n],mj € NO.

Note that m; = Nyn; — 1 > 2, and for j # i, m; = Nyn; > 3, so suppy = suppa. By
simplicity assume that suppa = {1,...,0}; note that the vertices of supp 3 corresponds
to a connected subdiagram, for any positive root 3.

By these considerations we reduce the problem to an analysis case by case of the
positive root systems of connected diagrams, and we do it with the help of the program
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SARNA [GHV]. We look for the possible v such that all the coordinates, except at most
one, are divisible by an integer > 3, and the remaining coordinate is > 2, so we just have
a few 3-uples in rank two or three. Analyzing each of these 3-uples

(a,7,1) € AX x AX x {1,...,0} such that there exists N € N: «; ++v = Na,

we note that N # N, for all of them. Therefore, there are no Lyndon words of degree

N,a, so the generators of degree Ny« are x)¥e, and then the elements

0<mn; <Nj, sifj¢O(x)

n e AX
Loy T pi € AL, {ognj<oo, si B; € O(x)

are a PBW basis of U(x). As 2} =0 in u*(x), 7, induces a surjective morphism

m U/l a e 0(x) — ur(x),
which applies the set
{xZixZ}’:, Bi € AX,0 < nj < Nj},

generating linearly the quotient, to the corresponding PBW basis of u™ (). Therefore 7r;<
is an isomorphism. O

4. GENERATION IN DEGREE ONE

Now we answer positively the Conjeture 1, formulated by Andruskiewitsch and Schnei-
der, but restricting to the case in which G(H) is abelian. The technique of the proof is
the same that these authors use in [AS4], extended in some works to other families. In
particular, the first Lemmata of this Section correspond to relations generating the ideal
for standard braidings as in [AGI], but the proof is made in a general context.

In what follows I' denotes a finite abelian group, and S = €,,~,5(n) is a graded
braided Hopf algebra in §YD such that S(0) = k1, generated as an algebra by V := S(1).
Fix a basis {x1,...,zp} of V, so V has a braiding of diagonal type: we can assume that
z; € S(1)5 for some g; € T and x; € I. Set then gij = x;(9:) € k*.

We will prove that if S is finite dimensional, then S is the Nichols algebra B(V)
associated to V. We will obtain then the main Theorem of this Section, answering this
Conjecture.

We begin by extending [AS4, Lemma 5.4] for a general quantum Serre relation, proving
that they hold in S, or S is infinite-dimensional.
Proposition 4.1. Let S be as above. If there exist i,j € {1,...,0} such that q;?”“ #1,
and also ad.(x;)1T™i (x;) # 0, then S is infinite-dimensional.

Proof. By definition of m;;, we have that qg”(}; = 1. We begin the proof as in [AS4,
Lemma 5.4]. To simplify the notation, call m = m;j, ¢ = qis, Y1 := T4, Y2 = x5, Y3 :=
ade(z;) ™ (x;). Set also

h1 = gi, he = gj, hs = g/"*g;,

m= X M = Xj» 13 =xi" ',
SO Yk € SZ:, 1 <k<3 W =ky + kys + kys, then W C P(S) (because ys is also
primitive), so there exists a monomorphism B(W) — S. We compute the corresponding
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braiding matrix (Qr = M (hr));<j <3, and consider the corresponding generalized Dynkin
diagram: -

(69) 0%is
_ —m(m+1) 2
g™ K 4aj;
+1,..
S B

q

We will consider the different possible cases and prove that no one of them are in [H3],
so B(W), and in consequence S, is infinite-dimensional. Suppose that the diagram (69) is
in Heckenberger’s list:

Case I: Qi Q1 75 lforalll < k<l <3. By [H3, Lemma 9], 1= Hk<l QrQu =
q2_m(m+1)q]2~j, and at least one of the vertices is labeled with —1. Note that ¢ # —1,
because in such case m = 0 (and we assume ¢™ ! # 1). Also g;; # qm+1qjj by hypothesis,
so there is only one vertex labeled with —1.
o If gj; = —1, then 1 = (quqjj)(q*m(mH)quj) = —¢™" and m = 1 by the same
Heckenberger’s Lemma, which is a contradiction.
o If g™t lg;; = —1, then 1 = g¢™ "2 = ¢™*3 by the same result, and also

m(m+1) m(m+3)+2m 3 2m

_ 2 3
1=g5(q aj;) = 454 = qj;q°",
so we deduce that

1= (_1)3 — q?jq3m+3 — <q§>jq2m)qm+3 — qm+3,
which is also a contradiction. Therefore (69) does not belong to Heckenberger list
for this case.

Case II: Q12Q21 = ¢~™ = 1. In this case m = 0, so (69) becomes:

(70) 0¥ ——— 099ii —— o%i.
q qj;
If ¢j; = —1 we obtain the connected subdiagram o¢ o—%, which has no vertices

q
labeled with —1, and these labels are different. Such diagram is not of finite Cartan type
and moreover it does not correspond to any diagram without —1 in the vertices in rows
5,9, 11, 12, 15 of [H3, Table 1], so B(W) is infinite-dimensional.

If ¢j; # —1 and ¢ = —1, we have an analogous situation, so ¢ # —1 and (70) is a
connected diagram of three vertices. If qgj; # —1, then [H3, Lemma 9] implies that one
of the following situations holds:

e the diagram is of finite Cartan type, so it contains a subdiagram of Cartan type
Ag. Then 1 = q¢* = (qq5;)¢% or 1= q;;q3; = (94;)q3;, 50 ¢ = 1 or gj; = 1;
o P =1, 4jj» 4579 € Ge U Gg, and qjjqu-j =1or q?j =1, ¢,¢j;9 € G¢ U Gy, 9> = 1.
No one of these situations hold, so qq;; = —1. If this diagram is in [H3, Table 2], it follows

that Q;;Qi2Q2; = 1 for some i € {1, 3} in all the possible cases. We can assume then i = 1,
¢® = 1. By [H3, Lemma 9], one of the following situations holds:

° q?j =1, but also q?j =—q 3 =-1,
g =1,
® 4 =4

No one of these situations are possible, so we obtain a contradiction in this case too.
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Case III: Q13Q3 = ¢™? = 1. We obtain the diagram:

o4 0%ij : 0l ' ajj

q2 q72ij
Such diagram is the corresponding to (70), but changing ¢;; by gj;q!, so it does not
belong to [H3, Table 2]. Then ¢™2 # 1.

Case IV: (093035 = 1. This means qJQ-j = ¢™m+1) 5o we have the diagram:

o4 qm+1qjj‘

q—m qm+é)

(71) 0%ij

This diagram is connected by the previous cases. As m # 0, ¢™ # 1, it follows that
q # —1. Consider the different possible values of the labels of the vertices:
gj; = ™1 qj; = —1: that is, ¢™"! = 1 and we have the diagram:

q 0_1
q © q ’

o1

which is not in Heckenberger’s list.

gj = —1,q™"1q; # —1: By [H3, Table 2], it should be 1 = Q22Q23Q32 = ¢™ 3, and
we should have the diagram

o~ 1.
Moreover, 1 = quj = gm(mtl) — ¢2m — ;=6 Note that ¢° # 1 because ¢™ # 1, so ¢ € Gg.
But this diagram is not in Heckenberger’s list.

qjj # —1,qm+1qjj = —1: as above, 1 = Q22Q21Q12 = ¢'~™. By definition it should
be m = 1, with the same diagram of the previous case and g € Gg, so we obtain the same
contradiction.

qgjj; a™qj; # —1: By [H3, Lemma 9], one of the following situations holds:

e the diagram is of Cartan type. Then, ¢ = gj; and m =1, or ¢ = ¢"™*q;; = g2,

In both cases we obtain the same diagram,

oq3.

q q
o 710

q 7
We discard easily the cases As, C3, because q,q> # ¢3. If it is of type B3z, q =
(¢®)? = ¢~ 3, which is a contradiction.
©qj €G3, g€ G UGy and 1 = ¢'™™ = ¢;;¢*"*3. Then m = 1 and ¢® = q;jl,
so ¢'® = 1, but we obtain then a contradiction with the fact that ¢ € Gg U Gy is
primitive.
e ¢"lg; €G3, g€ G UGy y 1 = qj;g™ = ¢™"3. Again ¢'° = 1, and we obtain
the same contradiction.
In consequence, (69) is not in Heckenberger’s list, and S is infinite-dimensional. O

Now we continue with another Lemmata from [AGI|, just adapted to this general
context.

Lemma 4.2. Let j, k,l € {1,...,0} be such that qu, = —1, qij = an L A1, g =1. If
[Tk, 2], 7 0 is a primitive element of S, then S is infinite-dimensional.

Proof. Set u := [T, k], Gu 1= 9;9:91 € T, xu := xjX3x1 € I', ¢ := qu; we work then as
in the previous Lemma.
We compute the braiding corresponding to the primitive elements y; = z;, y2 = w4,

ys = z; and y4 = u, with the corresponding elements h; € I', n; € f; we will prove that
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such braiding has an associated Nichols algebra of infinite dimension, and so .S has infinite
dimension. The corresponding generalized Dynkin diagram to (Q,s = 1s(hr))1<rs<a is:

(72) 0% -1

o
g1
a3;q4 > q
955491 qu
0% 55 o,
99

Suppose that such diagram is in Heckenberger’s list. If ¢ = —1, then (72) contains (70)
as a subdiagram, so it does not appear in the list. Therefore ¢ # —1. As each diagram in
[H3, Table 3] does not contain a 4-cycle, it follows that q?jq_2 =1, or ¢5¢*> = 1. As the
conditions are symmetric, it is enough to consider the case ¢;; = %q.

If we also have g = +¢ ', and as Qus = ¢jjqu # 1, the diagram contains the following

q —
O 1 q o

which is a contradiction with [H3, Lemma 9]. In consequence we have:

+q -1 qu q559u
o o o o%ijdu,
g ! q a3 q*

Suppose that ¢;; = —qg. As Q11Q12Q21 # 1, we deduce from [H3, Table 3] that mis = 2;
that is,
0=(1-Q})(Q7,Q12Q1 — 1) = (1+¢°)(q— 1),

which gives conditions about ¢, but each diagram in [H3, Lemma 9] does not satisfy this
condition.

Therefore ¢;; = q. We look at [H3, Table 3] but a diagram in such list does not satisfy
Qe = -1, Qu = Q44Q§31 = q # £1, so (72) is not in the list. In consequence, S has
infinite dimension. O

Lemma 4.3. (i) Let i,j € {1,...,0} be such that q;; = —1, ¢iiqi; € Ge, and also ¢;; € G3
or mi; > 3. If w45, 45], € P(S) \ {0}, then S is infinite-dimensional.
(i) Let i, j,k € {1,...,0} be such that g;; = +q;; € G3, qir = 1, and also —qj; = qijqr = 1
or q;jl = qij = qjx # — 1. If [wii51, vi5], € P(S) \ {0}, then S is infinite-dimensional.
Proof. (i) We follow the same scheme of proof. Set

YL =T, Yo =i, Y3 = [Tiy, Tijl,

and h; € T', n; € f, i = 1,2,3 the corresponding elements. Suppose that the braiding
matrix (Qrs = ns(hr))1<rs<3 appears in Heckenberger’s list. The associated generalized

Dynkin diagram is
o a o=,
N

3
o%ii

odii

q = gij-

Then Q33 = q?i # 1, so mj; > 3. Moreover the diagram is connected, so it is of type super
(G(3), the unique diagram of rank three such that some m, ¢ is > 3. Therefore 1 = Q23Q32 =
¢>, which is a contradiction, so the diagram associated to (Q,s) does not correspond to a
finite-dimensional Nichols algebra. In consequence S is infinite-dimensional.

(i) Set w := [wyjk, vij],, and denote as above y1 = w4, y2 = xj, Y3 = Tp, Y4 = W,
W the subspace generated by these elements, and h; € ', n; € f, i = 1,2,3,4 the



44 IVAN ANGIONO

corresponding elements: suppose again that B(W) is a finite-dimensional Nichols algebra.
Set ¢ = q;; € G3. We analyze each possible case.
e ¢j; = —1, ¢i;q;x = 1: the diagram of (Q,,) becomes

+(¢ F¢?

of o1 odkk
CQ/
R Qiké
qukc

As Q12Q21, Q14Q41, Q12Q24 # 1, and the product of these three scalars is not 1,
such diagram is not in Heckenberger’s list, by [H3, Lemma 9.
° qj_j1 = ¢ij = ¢ # —1: now we have the diagram

olkk .

+ +
of — a2 =
t>\ /4£2

qukc

The lack of 4-cycles in Heckenberger’s list implies that 1 = Q34Q43 = qik@, SO
qk¢ = —1, because Q44 = qri¢ # 1. But this diagram does not appear in [H3,
Table 3].

We obtain a contradiction in all the cases, so S is infinite-dimensional. O

Lemma 4.4. Let i,5,k € {1,...,0} be such that qir., qij, qjr. # 1. Let

1— Gn .
W= Tk — —————— |Tik, Ti| . — ¢Gii(1 — qix) Tizik.
) ij(l _ (Jik:) [ ? ]]c l]( J ) I

If we P(S)\ {0}, then S is infinite-dimensional.

Proof. Set y1 = i, yo = j, Y3 = Tk, Y4 = w, W the subspace generated by these elements,
hi € T, n; € T, i = 1,2,3,4 the corresponding elements, and (Qrs = ns(hy))1<rs<a:
supppose as above that B(WV) is finite dimensional. Note that

— ~ 1

Qu4Qu1 = G5 G = dudir s
because ¢i;¢ixqjx = 1, by [H3, Lemma 9]. By the same Lemma at least one vertex is
labeled with —1. Then, if ¢;; = —1, we have that QQ14Q41 # —1; the same holds for the
other vertices, so exactly one vertex is labeled with —1 (we have no 4-cycles). We look

for possible braiding with these conditions in [H3, Table 3], but no one coincides with this
description. Therefore B(W) is infinite-dimensional, and S too. g

Lemma 4.5. (i) Let i,j,k € {1,...,0} be such that one of the following conditions holds:
qii = 455 = _17 &;}2 = (Z—/;_l; é—;]; = 1; or
a;;:qz\j/: _1; QZZ:_@CZG%; (/];Z?:Ei or
Grkk = Qjk = qj; = —1, ;i = —qij € G3, g = 1, or
— _ —~ 1 —
Gj = =1, Gij = ;"> Uk = qjk = —q;?’i,qu‘k =1, or
Qi = Qj5 = Qek = —1, £qij = qjx € G3, g, = 1,
If [[xij, ziji], , 25], € P(S)\ {0}, then S is infinite-dimensional.
(i) Let 4,5,k € {1,...,0} be such that q;; = qj; = —1, (&;)3 = (gr)™" qgr = 1. If
[[zij, [zij, wijil,] ., a:j]c € P(S)\ {0}, then S is infinite-dimensional.
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Proof. (i) Set y1 = x4, y2 = 4, Y3 = Tk, Ya = [[mij, l‘ijk]c,ﬂfj]c, W the subspace generated
by these elements, h; € T, n; € f, i = 1,2,3,4 the associated elements and (Q,s =
Ns(hr))1<rs<a the braiding matrix. We will consider the associated generalized Dynkin
diagram for each case.

For the first case, we have the following diagram, where ¢ := g;;:

1 olkk .

2
q
of1 071
k %6

o_qkk

Suppose that B(W) is finite-dimensional. Then Q33Q32Q23 = 1, 50 qxx = ¢*> and then
Q34Q43 = q~? # 1. In consequence such diagram is of type super F(4). Then 1 =
Q14Qu1 = ¢%, which is a contradiction.

For the second case, Q12Q21 = ¢i; € G3, and Q14Q41 = —1, so the diagram contains a
4-cycle and then B(W) is infinite-dimensional. An analogous situation holds for the third
case, because Q12021 = —Gii EjGig, angvc,)14Q41 =-1.

For the fourth case, Q23 = Q24 = Q34 = qi;; # 1 and Qua = Q12 = ¢;; # 1, so B(W) is
infinite-dimensional.

For the last case, Q44 = 1, and then B(W) is infinite-dimensional.

Therefore S is infinite-dimensional in all the cases.

(ii) We use the same notation, but in this case ys = [[24, [zij, Tijr] ], , xj]c. So we have
the following diagram for (Q;s):

-3
q
o1 o1 olkk

k %6

o 4kk

where ¢ = ¢;;. Suppose that B(WW) is finite-dimensional. By [H3, Table 3], this diagram
cannot be connected. In consequence, 1 = Q41Q14 = Q34Q43, 80 qxr = *1. But then
Q@33 =1, or Q44 = 1, which is a contradiction to the fact that B(W) is finite-dimensional.
So S is infinite-dimensional. O

Lemma 4.6. Let i,5,k,1 € {1,...,0} be such that q;;q;; = ¢;jqx = 1, @2 =qgu ' = qu
e = =1, Gix = @i = qu- If [[[xijkl,xk]c,xj]c,xk}c € P(S) \ {0}, then S is infinite-
dimensional.

Proof. We use a similar notation and consider the corresponding subspace W generated
by the corresponding primitive elements. Suppose that B(W) is finite-dimensional. Its
associated Dynkin diagram is

-1 -1 2
q q q s
odii o4 0—1 o4 , q= q]j
o~ %

Note that 1 = Q15Q51, because there are no 5-cycles and ¢? # 1. Therefore g; = g, but
this diagram is not in Heckenberger’s list, so B(W) is infinite-dimensional, and S too. O
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Lemma 4.7. Let i,j,k € {1,...,0} be such that q;; = @371 = Qjk-
(i) If g¢j; € G3 and H:):Z-jk,xj]cacj]c € P(S)\ {0}, then S is infinite-dimensional.
(i) If ¢j; € G4 and [[[:Eijk,a:j]c,ajj]c,mj]c € P(S) \ {0}, then S is infinite-dimensional.

Proof. (i) Using the same notation as in previous Lemmata, we have the diagram

2
¢ o ¢
% %

09kkdii

odii

olkk ¢ = qj; € Gs,

for y1 = 5, Y2 = x5, Y3 = Tp, Ya = [[xijk, xj]ca:j]c, with corresponding matrix (Q,s), and
W is the subspace generated by these elements. Note that
o if ¢;i = qrr = —1, then Qua = 1;

o if g;i, g # —1, then the diagram contains a 4-cycle;
2

o if g;; = —1, qpr # —1, or ¢q;; # —1, g = —1, the diagram contains o4
as a subdiagram (where ¢ = ¢;; or ¢ = qx), and this connected subdiagram of
rank two is not in [H3, Table 1].

In all the cases B(W) is infinite-dimensional, so S too.

qu

(ii) The proof is analogous. O
Lemma 4.8. (i) Let i,j,k € {1,...,0} be such that ¢ = qur = ¢ = —1, ¢j; = Gk
@ik = 1. If [w55, 2451, € P(S) \ {0}, then S is infinite-dimensional.

(i) Let i,7,k € {1,...,0} be such that ¢i; = g = —1, qij € G3, ¢j; = *qij = —Qjk,
Gk = 1. If [wi 2], — (L+ 43)ai [iges ), — (U4 ¢55) (1 + 67 aij zjein € P(S) \ {0},
then S is infinite-dimensional.

(iii) Leti,j,k € {1,...,0} be such that q;r. = 1, qii = i = —qir € G3. If [xi, [xij,xik]c]c—i—
UikQikdi [Tiik> Tijl . + @ij Tijzin € P(S) \ {0}, then S is infinite-dimensional.

(iv) Let i, 5,k € {1,...,0} be such that qj; = qux = @i = —1, qii = —qij € G3, q, = 1. If
[Tiijk, Tijr], € P(S)\ {0}, then S is infinite-dimensional.

Proof. We consider the same notation as before. We consider the subspace W generated
by y1 = x;, Y2 = x;, y3 = o1, and y4 (the primitive element corresponding to the relation),
where y; € W"Z, for some h; € T', n; € T', and set (Qrs = ns(h,)). We will prove again that
B(W) is infinite-dimensional.

(i) The corresponding diagram of (Q,s) is

71 q_l
o1 ot o1, q = qjj € Gz UGy U Gg.
¢ 2
o~

If ¢ € G4 then Q44 = 1, so B(W) is infinite-dimensional. If ¢ € G3 U Gg, the diagram is
not in [H3, Table 3], so B(WW) is also again infinite-dimensional.

(ii) We note that Q14Q41 = Q34Qu43 = qJQ-j € Gg3. Therefore, the diagram corresponding to
(Qrs) contains a 4-cycle, and then B(W) is infinite-dimensional.

(iii) In this case, Q24Qu2 = —¢2 and Q34Qu3 = —q3, # 1, because gy, € {—1,@;;_1}. The
diagram corresponding to (Qrs)rs=2,3.4 is a 3-cycle such that @1@@\2/3 # 1. [H3, Lemma
9] implies that B(W) is infinite-dimensional.
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(iv) B(W) is infinite-dimensional because Q44 = 1. O

Lemma 4.9. Leti,j € {1,...,0} be such that the satisfy one of the following conditions:
() —@ii> —ajj» Giig» 3 %5 # 1,

(1 +a) (A~ 455a5) 2 PIS)\ {0}:
(1 —aij)aa Y ’
(i) ¢j; = =1, quiqij ¢ Ge, and also m;; € {4,5}, or mij = 3, qi; € Gy,

(@i, [ig, 25],], —

1 — qiiGj — GG Ui o
— x: € P(S 0};

(T ra— (5)\ {0}

(iii) 4oy + 3a; ¢ AX, qj5 = —1 or mj; = 2, and also my; > 3 or mi; =2, q;; € Gs,
[$3ai+2ajyxij]c € P(S) \ {0}7

iv) 3a; + 20 € Aﬁ, S5a; + 3 ¢ Aﬁ, and qf’i{];;’ Qﬁ(_fl; #1, [$iij7a73ai+2aj]c € P(S)\ {0};
v) 4o + 3oy € AX, boy + day ¢ AY | (240,430, Tij)e € P(S) \ {0};
vi) ba; + 205 € AY, Ty + 3oy ¢ AX, [[@aiig, Tiig), Taijle € P(S) \ {0};
vii) gj; = —1, bay +4a; € AX, [:Uiij7x4ai+3aj]c_ax§o¢i+2aj € P(S)\{0}, for some a € k*.

[J?z', x3ai+2aj]c -

(
(
(
(

Then S is infinite-dimensional.

Proof. Firstly we note that there exists just one connected generalized Dynkin diagram
of rank three such that 3o; + 2a; € A’fr, for some pair %, j, which is exactly the unique
one such that my; > 3 for some pair k,[. Moreover, 4o; + 3a;, Soy; + 4a;, are not positive
roots for any pair ¢, j and any connected Dynkin diagram of rank 3.

We consider as above the subspace W generated by y1 = x;, y2 = x; and y3, the
relation which is a primitive element by hypothesis, and analize its generalized Dynkin
diagram.

(i) If @13Q31 # 1 or Q23Q32 # 1, then B(W) is infinite-dimensional. In other case,
Qu3Q31 = @45 = 1, Q23Q32 = ;05,0 = 1,

S0 Q33 = qfiqf‘jq;-liq?j =1, and B(W) is also infinite-dimensional.

(i) If g € G, qij = qii = q;jl (and then (g,s) is Cartan of type G3), then

Qss = 4P q5a5d;; =1,

so B(W) is infinite-dimensional. In other case, Q13Q31 # 1, or Q23Q32 # 1, or
Qu3Q31 = ¢a;; 05 = 1, Q23Qs2 = ¢;45:4}; so Q33 =1,
and therefore B(W) is infinite-dimensional.

(iii) Now we calculate

Q33 = 400547, QusQst = aa,  Q3Q32 = ;4,45
If (grs) is Cartan of type Go and ¢;; € Gg, ¢i; = ¢j; = —1, then B(W) is infinite-

dimensional, because we have a connected diagram of rank three such that M, = 3, and
it is not of type super G(3). In other case, we will prove that Q13Q31 # 1 or Q23Q32 # 1
to conclude that B(W) is infinite-dimensional. If m;; > 2, we have the following possible
cases:

® qi = —C, qz = (", qj; = (3, ¢ € Gy; in such case, Q23Q32 = (.
e gi=—C, q;; = —C'?, qj; = (°, ¢ € Gys3; therefore, Q23Q32 = (3.
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Also, if ¢i; = (8, i = 3, ¢j; = —1, ¢ € Gia, then @13Q31 = (. In all the remaining cases,
gj; = —1 and ¢;j ¢ Gy, so Q23Q32 # 1.
(iv) This relation is not redundant just in the following two cases:

8 4
S o1, (€Gy, g

o

0_7774 , € G15-

Note that they are not contained in any connected diagram of rank three in [H3, Table
2], so it is enough to verify that Q13Q31 # 1 or Q23Q32 # 1 to conclude that B(W) is
infinite-dimensional. For the first diagram, Q23Q32 = ¢* # 1; and for the second one,

Q23Qz2 = —n 1 # 1.
(v) The proof is analogous to (iii) . Note that

Qss = a7 a3y qs,  QusQs1 =4l a5qG,  Q23Q32 = ¢4
We have that ¢;; = —1 for every diagram satisfying the conditions for this item. Also,

if ¢i; = ¢ € Gs, q;; = (2, it follows that Q33 = 1. In the remaining cases, g;; ¢ Gs, so
R32Q23 # —1, and then B(W) is infinite-dimensional.
(vi) In this case,

Q33 = qigq%-lq?}q?j, Q13031 = qzli4Q?jQ?ia Q23032 = Qqu]Tiqjﬁj-
We have that ¢;; = —1 for every diagram satisfying the conditions for this item, and also
¢ij ¢ Gz, s0 Q23Q32 # 1. Therefore B(W) is infinite-dimensional.
(vii) The proof is analogous to the one for (i) .
We conclude that S is infinite-dimensional in all the cases. O

Now we can prove the main Theorem of this Section.

Theorem 4.10. Let S = @©,>05(n) be a finite-dimensional graded Hopf algebra in g)}D,
where I' is a finite abelian group, such that S(0) = k1. Fiz a basis x1,...,z9 of V := S(1),
such that xz; € S(1)3 for some g; €T and x; € T, and set ¢ij = x;(9:i). If S is generated
as an algebra by S(0) @ S(1), then S = B(V).

Proof. As S is generated as an algebra by S(0) & S(1), the canonical projection T'(V') —
B(V)=T(V)/I(V) induces a surjective morphism = : S — B(V') of graded braided Hopf
algebras; we can consider S = T'(V')/I, for some graded braided Hopf ideal I of T'(V),
generated by homogeneous elements of degree > 2, I C I(V).

Suppose that I(V) 2 I. Then at least one of the generators of I(V') from Theorem
3.1 does not belong to I. We can assume that x € I(V') \ I is one of these generators, of
minimal degree k. Then x is primitive in .S by Lemma 3.2.

By Proposition 4.1 and Lemmata 4.2-4.9, we deduce that x = z¥o for some a € O,
or a simple root a = «; such that 7 is not a Cartan vertex, or a = «a; + o, such that

No=2,¢i=qjj=¢q; =—1Ifga €T, xa € T are the associated elements, we have that

Go = Xa(9ga), which is a root of unity of order N,. Therefore gl € T and xYe € T are
the associated elements to x, and

x®%) = g x@x = X () x@x = x @ X,

so X generates in S an infinite-dimensional braided Hopf subalgebra, and we obtain a
contradiction. In consequence, S = B(V). O

Remark 4.11. Note that we just use the fact that the braiding is diagonal, so we can
generalize this Theorem to a general braided Hopf algebra R in ZJJD, where H is a
finite-dimensional Hopf algebra which acts diagonally over R(1).
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The following Theorem answers positively Conjecture 1 in the case that the group of
group-like elements is abelian. It extends [AS4, Thm. 5.5].

Theorem 4.12. Let H be a finite-dimensional pointed Hopf algebra over an abelian group
I'. Then H is generated by its group-like and skew-primitive elements.

Proof. Let gr H = R#kI', V = R(1). Then H is generated by its group-like and skew-
primitive elements if and only if gr H satisfies this condition, which is equivalent to the
fact that R is the Nichols algebra B(V). Let S be the graded dual R* in the category
gyD, which is generated as an algebra by S(1) = V*. By [AS3, Lemma 2.3] it is enough

to prove that S is the Nichols algebra B(V*), which follows by Theorem 4.10. O
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