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Shimura Correspondence and Central

values of twisted L-series

Ariel Pacetti

Abstract

This article is a survey of developments on constructing preimages
of the Shimura map and its relation to central values of twisted L-
series. We start with some motivation and definitions of the classical
modular forms and extend the ideas to half integral weight ones. After
a short exposition of the Hecke algebra and its action on the space of
modular forms, we relate the two spaces via the Shimura map. On
the last section we state the known results and some recent ideas and
developments on preimage constructions and central values.

1. Modular Forms

1.1. Motivation and definition of classical modular forms

Modular forms are certain holomorphic functions on the Poincaré upper
half plane h = {z ∈ C : ℑ(z) > 0} that are invariant under congruence
subgroups. If we denote by GL2(R)+ the multiplicative group of two by two
matrices with real coefficients and positive determinant, it has a natural
action on h by Möbius transformations. It is given for γ = ( a bc d ) ∈ GL2(R)+

by

γ.z =
az + b

cz + d
.

Since diagonal matrices act trivially, we can consider the quotient group.
Let SL2(R) be the subgroup of GL2(R) of determinant 1 matrices. Then
the quotient is isomorphic to PSL2(R). It acts faithful and transitively on
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h, hence for getting curves on quotients of h we need to work with “discrete”
subgroups of SL2(R). The notion of “discrete” can be given in terms of its
action on h, Γ ⊂ SL2(R) is discrete if and only if it acts discontinuously on
h; that is for any compact subsets K1, K2 ⊂ h, the set

{γ ∈ Γ : K2 ∩ γ.K1 6= ∅}

is finite (see [3], Proposition 1.6). If N denotes a positive integer, the most
important discrete subgroups are the congruence groups Γ(N) , and the
subgroups Γ1(N) and Γ0(N) given by

Γ(N) =

{(
a b
c d

)
∈ SL2(Z) : a ≡ d ≡ 1 mod N, b ≡ c ≡ 0 mod N

}
,

Γ1(N) =

{(
a b
c d

)
∈ SL2(Z) : a ≡ d ≡ 1 mod N, c ≡ 0 mod N

}

and

Γ0(N) =

{(
a b
c d

)
∈ SL2(Z) : c ≡ 0 mod N

}
.

Note that Γ(N)�Γ1(N)�Γ0(N) and also Γ(N)�SL2(Z). A congruence
subgroup of SL2(Z) is a subgroup Γ such that it contains Γ(N) for some
N . These families of groups are discrete subgroups of SL2(R) hence the
quotient space is a Hausdorff space. It can be given a complex structure
in a natural way, although care must be taken around the elliptic points,
that is points where the stabilizer is different from ± Id (see [1], Chapter
XI, §2 pp. 311). In the case of SL2(Z), the only elliptic points of h are the

classes of i and −1+
√
−3

2
whose stabilizers (modulo − Id) are {Id, ( 0 1

−1 0 )} and
{Id, ( −1 −1

1 0 ) , ( 0 −1
1 1 )} respectively.

Although Γ\h is not compact it can be compactified by adding a finite
number of points. A compactification can be achieved by considering the
extended upper half plane h∗ = h∪P1(Q) endowed with a suitable topology
and an action of SL2(Z).

For Γ a congruence subgroup, it is natural to consider the space of holo-
morphic (respectively meromorphic) differentials of the compact curve Γ\h∗.
Since h is a cover of Γ\h via the projection map

π : h → Γ\h,

for ω a meromorphic differential form on Γ\h its pullback π∗(ω) is a dif-
ferential form on h hence π∗(ω) = f(z)dz for some meromorphic function
f : h → C.
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For k a positive integer, γ = ( a bc d ) ∈ GL2(R)+ and f : h → C a mero-
morphic function, we define

f |k[γ](z) = f(γ.z)(cz + d)−k Det(γ)k/2.

This gives a group action on such functions, i.e. f |k[αβ] = (f |k[α])|k[β].

Definition 1.1. If Γ is a congruence subgroup, a modular form f of weight
k for Γ is an holomorphic function f : h → C such that:

• f |k[γ](z) = f(z) for all γ ∈ Γ.

• f is holomorphic at all cusps.

The holomorphicity condition at the ∞ cusp is as follows: since the
matrix ( 1 N

0 1 ) ∈ Γ for someN , the function f(z) is invariant under translation
by N , hence it admits a Fourier expansion of the form:

f(z) =
+∞∑

n=−∞
ane

2πi n
N
z.

We define f to be holomorphic at ∞ if an = 0 for all n < 0. If p
q

is another

cusp, there exists an element α ∈ SL2(Z) such that α.∞ = p
q
. We say that

f is holomorphic at p
q

if the function g(z) = f |k[α](z) is holomorphic at

∞. f(z) is called a cusp form if it vanished (i.e. a0 = 0) at all cusps. We
denote by Mk(Γ) and Sk(Γ) the space of holomorphic and cuspidal forms
respectively. We have ([1] Proposition 11.6):

Proposition 1.1. The map ω → fω, where π∗(ω) = fωdz is an isomorphism
between Ωhol(Γ\h∗) and S2(Γ).

1.2. Half integral weight modular forms

For reasons that will become clear later, we would like to extend the notions
of integral weight modular forms to that of half integral weight. This means
we are looking for holomorphic functions f such that for an odd positive
integer k they satisfy

(1.1) f(γ.z) =
(√

cz + d
)k
f(z)

for all elements γ = ( a bc d ) on a congruence subgroup.
Let us consider the square root with argument in (−π/2, π/2], which

is holomorphic on C\R≤0. Equation (1.1) does not give a group action.
Suppose it did. Let Γ be a group containing Γ(N), and consider the elements

α =
(
N+1 N
−N 1−N

)
and β = ( 1 0

−N 1 ) .
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The invariant conditions for f |k/2[αβ], and (f |k/2[α])|k/2[β] would imply

(
√
−zN + 1)k

(√
−Nz

−Nz + 1
+ 1 −N

)k

= (
√
z(N2 −N) + 1 −N)k.

When k is odd, both terms coincide when squared. Thus, they differ by at
most a sign. Since z ∈ h, the terms inside the square root on the left are in
−h hence their square roots are in the fourth quadrant and their product is
on the third or forth quadrant. The term on the right is the square root of
an element in h hence it lies on the first quadrant.

To fix this, let ψ : Z/NZ → C× be a Dirichlet character. We define
the space Mk(Γ0(N), ψ) as the subspace of Mk(Γ1(N)) consisting of those
modular forms satisfying

f |k[γ](z) = ψ(d)f(z) ∀γ = ( a bc d ) ∈ Γ0(N).

Since Γ1(N) � Γ0(N) and Γ0(N)/Γ1(N) ≃ (Z/NZ)× we get a decompo-
sition

Mk(Γ1(N)) = ⊕ψMk(Γ0(N), ψ)

where the sum is over all Dirichlet characters ψ of (Z/NZ)×. If we look for
modular forms such that their squares are modular forms with a character,
we find the well known theta series

θ(z) =
+∞∑

n=−∞
e2πin

2z.

Proposition 1.2. For all γ = ( a bc d ) ∈ Γ0(4) the theta function θ satisfies
the equation

θ(γz) =
( c
d

)
ε−1
d

√
cz + d θ(z)

where

εd =

{
1 if d ≡ 1 (mod 4)
i if d ≡ 3 (mod 4)

In particular θ(z)2 ∈ S1(Γ0(4), χ) where χ(d) =
(−1
d

)
.

Proof. See [2] Chapter III, §4.

Definition 1.2. Let k be an odd integer and Γ a congruence subgroup
contained in Γ0(4). A modular form of weight k/2 for Γ is an holomorphic
function f : h → C such that

f(γz) =

(
θ(γz)

θ(z)

)k
f(z) ∀γ ∈ Γ

and f is holomorphic at the cusps.
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We denote by Mk/2(Γ) such space and by Sk/2(Γ) the subspace of cus-
pidal forms. As in the classical case, if N is a positive integer divisible by
4 and ψ is a character modulo N we define Mk/2(Γ0(N), ψ) (respectively
Sk/2(Γ0(N), ψ)) the space of modular forms (respectively cuspidal modular
forms) for Γ1(N) such that

f(γz) =

(
θ(γz)

θ(z)

)k
ψ(d)f(z) ∀γ = ( a bc d ) ∈ Γ0(N).

2. Hecke Algebra and Hecke Operators

2.1. Hecke Operators on classical modular forms

Hecke operators can be defined in several ways for classical modular forms.
We review the definition in terms of double cosets since it generalizes to
modular forms of half integral weight easily.

For Γ,Γ′ congruence subgroups of SL2(Z) we say that Γ′ and Γ are
commensurable (and denote it by Γ′ ∼ Γ) if Γ′ ∩ Γ has finite index in both
Γ and Γ′. By Lemma 3.10 of [3] one has

Lemma 2.1. If Γ is a congruence subgroup, Γ ∼ α−1Γα for all α ∈ GL2(Q).

Note that Γ ∼ α−1Γα implies that ΓαΓ contains Γα with finite index,
since if {δ1, . . . , δr} is a set of coset representatives of (Γ ∩ α−1Γα)\Γ then
ΓαΓ = ∪Γαδi (where the union is disjoint).

Let RΓ be the Z-module spanned by the classes [ΓαΓ] where α ∈ GL2(Q).
Let deg([ΓαΓ]) := #((Γ ∩ α−1Γα)\Γ). Extend it additively to RΓ, i.e.
deg(

∑n
i=1 ci[ΓαiΓ]) =

∑n
i=1 ci deg([ΓαiΓ]). A multiplication law can be de-

fined on RΓ as follows: if ΓαΓ = ∪ri=1Γαi and ΓβΓ = ∪sj=1Γβi,

[ΓαΓ].[ΓβΓ] =
∑

{[ΓδΓ] : δ∈GL2(Q)+}
ηδ[ΓδΓ]

where ηδ = #{(i, j) : Γαiβj = Γδ}. One has the following (see [3] Proposi-
tion 3.3 and Proposition 3.4).

Proposition 2.2. The product is associative and deg is a morphism of
algebras, i.e. deg(X.Y ) = deg(X) deg(Y ) for X,Y ∈ RΓ.

For simplicity we restrict to the cases where Γ = Γ0(N), Γ = Γ1(N) or
Γ = Γ(N) for some positive integer N (see [3] Section 3.3 for the general
case).
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Definition 2.1. For n be a positive integer, define the element in RΓ

T (n) =
∑

α∈Γ\∆n/Γ

[ΓαΓ]

where ∆n ⊂ {γ ∈M2(Z) : Det(γ) = n} is given by those elements γ that
satisfy

γ ≡





(
∗ ∗
0 ∗

)
mod N if Γ = Γ0(N)

(
1 ∗
0 ∗

)
mod N if Γ = Γ1(N)

(
1 0
0 ∗

)
mod N if Γ = Γ(N).

Consider the Hecke algebra T (over Q) spanned by all T (n) with n a
positive integer. It satisfies the following properties:

Theorem 2.3. T is a commutative algebra. The elements T (n) satisfy:

• If gcd(n,m) = 1, T (nm) = T (n)T (m).

• If p | N , T (pr) = T (p)r and deg(T (p)) = p.

• If gcd(n,N) = 1, deg(T (n)) = σ(n) =
∑

d|n d.

See Theorem 3.34 and Theorem 3.35 of [3] for proofs of these facts.

2.1.1. Hecke Operators

Let Γ be a congruence subgroup and f ∈Mk(Γ). For α ∈ GL2(Q)+ let

f |k[ΓαΓ] = Det(α)k/2−1

d∑

n=1

f |k[αn]

where ΓαΓ = ∪dn=1Γαn. The operator |k[ΓαΓ] maps Mk(Γ) (respectively
Sk(Γ)) into itself (since it averages over representativess). Extending by lin-
earity we get an action of RΓ onMk(Γ). This gives an action of T on modular
forms. Let T (m) (the m-th Hecke operator) be the operator obtained by
the action of T (m) on Mk(Γ).

Define on Sk(Γ) the Petersson inner product, given by

〈f, g〉 =
1

[SL2(Z) : Γ]

∫

Γ\h
f(z)g(z)yk−2dxdy

where z = x+ iy. It is not hard to see that this integral is well defined and
converges. Furthermore, it satisfies (see [3] Proposition 3.39) the following
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Theorem 2.4. Let α ∈ GL2(Q)+ and f, g ∈ Sk(Γ). Then

〈f |k[α], g〉 = 〈f, g|k[Adj(α)]〉

where Adj(α) is the adjoint matrix of α.

If f is an eigenform for all Hecke operators, its Fourier coefficients are
uniquely determined in terms of the eigenvalues (see [3] Theorem 3.43). The
problem of considering the whole Hecke algebra is that its action on Mk(Γ)
needs not be semisimple (see [3] Remark 3.59). Let us restrict to the case
Γ = Γ1(N).

Theorem 2.5. Let f ∈ Sk(Γ0(N), ψ) and p be a prime number. If f(z) =∑∞
n=1 ane

2πinz then T (p)(f) =
∑∞

n=1 bne
2πinz where

bn = apn + ψ(p)pk−1an/p

and an/p = 0 if p ∤ n.

Theorem 2.6. Let n be a positive integer prime to N and σn ∈ SL2(Z)
satisfy σn ≡

(
1/n 0
0 n

)
mod N . Then for any f, g ∈Mk(Γ1(N))

〈Tn(f), g〉 = 〈f |k[σn], Tn(g)〉.

In particular for any Dirichlet character ψ of (Z/NZ)×, if cn denotes the
complex conjugate of any square root of ψ(n), the operator cnTn is self adjoint
on Sk(Γ0(N), ψ).

Proof. Let α be a left class representative of a double coset in ∆n. Then

〈f |k[α], g〉 =
〈
(f |k[σn])|k[σ−1

n α], g
〉

= 〈f |k[σn], g|k[Adj(α)σn]〉.

Since α has the form ( 1 b
0 d ) mod N with d ≡ n (mod N), Adj(α)σn ≡

( 1 −bn
0 n ) mod N so the map α 7→ Adj(α)σn is a bijection of ∆n into itself.

Since T (n) is sums over all such representatives, the assertion follows.

This implies that the Hecke Algebra T0 = 〈T (n), gcd(n,N) = 1〉Q does
act semisimply on Mk(Γ1(N)) so a basis of common eigenforms for all oper-
ators on T0 exists.

2.2. Hecke Operators on half integral weight modular forms

The theory of Hecke operators on half integral weight modular forms is the
same as the one for classical modular forms working with groups similar
(and isomorphic) to the congruence ones (see [Sh] for a complete exposition
of the subject). We just mention the basic results and the analogy.
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If α ∈ Γ0(4), let j(α, z) be the holomorphic function on h

j(α, z) = θ(αz)/θ(z)

Consider the group

G̃ =
{

(α, φ(z)) : α ∈ GL2(Q)+, φ(z)2 = ±(cz + d)/
√

det(α)
}

and
Γ̃0(4) = {(α, j(α, z)) : α ∈ Γ0(4)}

where multiplication is given by

(α, φ(z))(β, ψ(z)) = (αβ, φ(β.z)ψ(z)).

By Proposition 1.2, Γ̃0(4) ⊂ G̃. Consider the natural map

Ψ : Γ0(4) → Γ̃0(4), Ψ(α) = (α, j(α, z))

and define the congruence subgroups (for N divisible by 4) as the image of

the classical ones. As before, we restrict to the case where Γ̃ is the image of
Γ(N), Γ1(N) or Γ0(N). For (α, φ) ∈ G̃ and f ∈Mk/2(Γ̃) let

f |k[(α, φ(z))](z) = f(α.z)φ(z)−k.

The notions of commensurable groups, double cosets, products of double
cosets, etc. are the same as in the classical case. For a positive integer n
consider the element ξn ∈ G̃ given by

ξn = (αn, n
1/4) where αn =

(
1 0
0 n

)
.

It can be seen that Γ̃ξnΓ̃ is commensurable with Γ̃ hence Γ̃ξnΓ̃ = ∪mi=1Γ̃ξi.
Define the Hecke operators Tk(n) acting on Mk/2(Γ) by

Tk(n)f = n(k/4)−1

m∑

i=1

f |k[ξi].

If gcd(n,N) = 1 and n is not a square, the Hecke operators Tk(n) are zero,
so we can restrict to square ones. The Hecke operators satisfy:

• If gcd(n,m) = 1 then Tk(nm) = Tk(n)Tk(m).

• They commute with each other.
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• If gcd(n,N) = 1, the operators Tk(n
2) are hermitian on Sk/2(Γ0(N), ψ)

with respect to the Petersson inner product given by

〈f, g〉 =
1

[Γ0(4) : Γ1(N)]

∫

Γ1(N)\h
f(x)g(z)y

k
2
−2dxdy.

• Let f ∈ Mk/2(Γ0(N), ψ). If f(z) =
∑

n≥0 ane
eπinz then Tk(p

2)(f) =∑
n≥0 bne

eπinz where

bn = ap2n + ψ1(p)

(
n

p

)
p(k−3)/2an + ψ(p2)pk−2an/p2 ,

ψ1(m) = ψ(m)
(−1
m

)(k−1)/2
and an/p2 = 0 if p2 ∤ n.

(see [Sh] Proposition 1.6, Theorem 1.7 and [Sh2] Lemma 5). We can now
give a definition of the Shimura map (the main Theorem of [Sh]):

Theorem 2.7. Let f ∈ Mk/2(Γ0(N), ψ) be an eigenform of all Hecke op-
erators Tk(p

2) for all primes p, say Tk(p
2)(f) = λpf . Define the function

Shim(f) =
∑

n≥0 ane
2πinz where the {an} satisfy

∑

n≥0

ann
−s =

∏

p

(1 − λpp
−s + ψ(p)2pk−2−2s)−1.

Then Shim(f) ∈ Mk−1(Γ0(M), ψ2) for some M . Furthermore, if k ≥ 5 and
f ∈ Sk/2(Γ0(N), ψ) then Shim(f) ∈ Sk−1(Γ0(M), ψ2).

Remark. From Theorem 2.5 it is easy to see that Shim(f) is an eigenform
for T and Tn(Shim(f)) = λn Shim(f) for all n.

By a Theorem of Niwa (see [Ni]) M can be taken to be N/2. For k = 3
one needs to consider a subspace of S3/2(Γ0(N), ψ) to get cusp forms on
the image. Let r, t be positive integers such that 4tr2 | N . Let χ be a
primitive character modulo r such that χ(−1) = −1 and ψ(n) =

(−t
n

)
χ(n)

for all n ∈ Z/NZ. Define U(Γ0(N), ψ) to be the subspace of S3/2(Γ0(N), ψ)

spanned by
{∑

m∈Z χ(m)me2πim2z
}

and V (Γ0(N), ψ) to be its orthogonal

complement. If f ∈ V (Γ0(N), ψ), Shim(f) ∈ S2(Γ0(M), ψ2) .
At this point the Shimura map is only defined on eigenforms for all Hecke

operators. Since T is commutative we can decompose Sk/2(Γ0(N), ψ) as a
direct sum of irreducible subspaces for its action.

Definition 2.2. Let V be an irreducible subspace of Sk/2(Γ0(N), ψ) for the
action of T. Let f ∈ V be the unique (up to a scalar factor) non-zero
eigenform for T. We define Shim(V) := Shim(f).
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Remark. Since the Hecke algebra T0 is hermitian on Sk/2(Γ0(N), ψ), all the
modular forms on V have the same eigenvalues for all Hecke operators Tk(p

2)
for p ∤ N .

We will focus on the following three questions:

1. Is this map surjective?

2. The Hecke operators relates Fourier coefficients that differ by squares.
What is the meaning of the square free Fourier coefficients of half
integral weight modular forms?

3. How can we construct preimages of the Shimura map?

The first question can be answered using automorphic representations.
Denote by π = π∞ ⊗⊗p πp the automorphic representation associated to
F . We have the following (see [Fl]):

Proposition 2.8. F ∈ Sk−1(N,ψ
2) is in the image of the Shimura map if

and only if at the primes p | N where πp is a principal series (say πp =
πp(µ1,p, µ2,p)) the characters satisfy µ1,p(−1) = µ2,p(−1) = 1.

In particular the map is surjective into Sk−1(N) when N is odd and
square free. In this case, if ψ is a quadratic character, consider

Definition 2.3. The Kohnen space (denoted by S+
k/2(Γ0(4N), ψ)) is the

subspace of Sk/2(Γ0(4N), ψ) given by forms whose Fourier coefficients satisfy

an = 0 for all n with ψ(−1)(−1)kn ≡ 2, 3 (mod 4).

The main results of [Ko] are summarized in the next

Theorem 2.9. If N is odd and square free and ψ is a quadratic Dirichlet
character, the Hecke operators preserve the Kohnen space S+

k/2(Γ0(4N), ψ).

If we restrict to the subspace of new forms, then the eigenforms of T0 are
uniquely determined up to multiplication by non-zero complex numbers (i.e.
there is multiplicity one). Furthermore, the Shimura map is an isomorphism
between S+,new

k/2 (4N,ψ) and Snew

k−1(N).

The first answer to the second question is the work of Waldspurger.

Notation. By χn we will denote the quadratic character corresponding to
the field Q[

√
n]. If F ∈ Mk(Γ1(N)) and χ is any character modulo N ,

L(F, χ, s) will denote the L-series of the newform corresponding to the twist
of F by χ.
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The main Theorem of ([Wa]) is complicated to state, but the heart of
his work is that up to local factors one has the following (see Theorem 3.5
below for an explicit version)

Theorem 2.10. Let F ∈ Sk−1(M,ψ2) and f ∈ Sk/2(N,ψ) mapping to F
under the Shimura map. Let n1, n2 be square free positive integers such that
n1/n2 ∈ (Q×

p )2 for all p | N . If f(z) =
∑

n≥1 ane
2πinz then

a2
n1
L(F, ψ−1

0 χn2 ,
k−1
2

)ψ(n2/n1)n
k/2−1
2 = a2

n2
L(F, ψ−1

0 χn1 ,
k−1
2

)n
k/2−1
1

where ψ0(n) = ψ(n)
(−1
n

)(k−1)/2
.

Thus fixing n1, for all n which differ from n1 locally at the primes dividing
N by a square, we get the formula

a2
n = κL(F, ψ−1

0 χn,
k−1
2

)ψ(n)nk/2−1

where κ is a global constant. An explicit version of this Theorem for N
square free was given in [Ko2] (Corollary 1), it states

Theorem 2.11. Let f(z) =
∑

n≥1 ane
2πinz ∈ S+,new

k/2 (4N) and F ∈ Snew

k−1(N)
such that f maps to F under the Shimura map. For each prime p dividing
N , let wp denote the Atkin-Lehner sign of F at p. Let d be a discriminant

with (−1)kd > 0 and such that
(
d
p

)
= wp for all primes p | N . Then

|ad|2
〈f, f〉 = 2ν(N) (k − 1)!

πk
|d|k/2−1L(F, χd,

k−1
2

)

〈F, F 〉

where ν(N) is the number of prime divisors of N .

3. Constructing preimages of the Shimura map

Constructing preimages of the Shimura map allows to compute L(F, d, k−1
2

)
for a lot of discriminants d in an efficient way (as saw on Theorem 2.11)
if one can compute the Fourier expansion of the weight 3/2 modular forms
(see [RV] for an exposition and [Pa-To2] for examples). In [Shi] a method
to construct preimages (in some cases) is given by computing integrals over
geodesics of the weight k−1 (even) modular form. The disadvantage of this
method is that, numerically speaking, it is not efficient. The first approach
using theta series was the work of Tunnell on the congruent number problem
(see [Tu]). It is not hard to see that d is a congruent number if and only if
the elliptic curve

Ed : y2 = x3 − d2x
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has infinitely many rational points. Since this curve is the twist by χd of the
elliptic curve E : y2 = x3 − x, we are asking which quadratic twists of this
curve have positive rank. The elliptic curve E corresponds to the unique
newform of S2(Γ0(32)). If ψ is any quadratic character modulo 128, the space
S3/2(Γ0(128), ψ) has dimension 3. So does the space S1/2(Γ0(128), ψ). By
considering the theta series of a binary quadratic form, Tunnell constructed
a weight 1 modular form g of level 128 and character χ−2. Multiplying
by g a basis of S1/2(Γ0(128), ψχ−2) we obtain a basis of S3/2(Γ0(128), ψ).
Furthermore, since S1/2(Γ0(128), ψχ−2) is spanned by theta series of unary
quadratic forms, the basis for S3/2(Γ0(128), ψ) constructed consists of theta
series of ternary quadratic forms. Computing the action of T (p2) on Fourier
coefficients (which can be done in this case because the dimension of the
space of modular forms is small) he gets a basis of eigenforms maping under
Shimura to E. Using an explicit version of Waldspurger’s Theorem he proves

Theorem 3.1. The forms

f1 =
∑

(x,y,z)∈Z3

e2πi(2x
2+y2+32z2) − 1

2

∑

(x,y,z)∈Z3

e2πi(2x
2+y2+8z2)

and

f2 =
∑

(x,y,z)∈Z3

e2πi(4x
2+y2+32z2) − 1

2

∑

(x,y,z)∈Z3

e2πi(4x
2+y2+8z2)

map to E under the Shimura map. Furthermore if d is odd, L(Ed, 1) =
κ1ad(f1) (respectively if d is even, L(Ed, 1) = κ2ad(f2)) for some non-zero
constants κi where an(f) denotes the n-th Fourier coefficient of f .

By a Theorem of Coates and Wiles (see [Co-Wi]) if d is odd (respectively
even) and ad(f1) 6= 0 (respectively ad(f2) 6= 0) then d is not a congruent
number. The converse is true assuming the Birch and Swinnerton-Dyer
conjecture.

Following [Pa-To], we present a method to construct preimages of the
Shimura map for any level N . This method is based (and includes) the
case of prime level studied in [Gr] and the case of square free level studied
in [Bö-SP] although in both works the authors prove stronger results using
different tools (see section Further Developments).

3.1. Quaternion Algebras

A be a quaternion algebra B over Q is a central simple algebra of dimension
4 over Q. It can always be presented as B = Q + Qi + Qj + Qk where
the product satisfies ij = k = −ji and i2 = a, j2 = b for a, b ∈ Q×
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square free. It has an antiautomorphism given by “conjugation”. For x ∈ B
we denote N x and Tr x the reduced norm and reduced trace of x , with
respect to it. A definite quaternion algebra is a quaternion algebra such that
the quadratic form N x is positive definite. We will only consider definite
quaternion algebras.

The norm of a lattice a ∈ B is defined as N a := gcd {N x : x ∈ a}.
We equip a with the quadratic form Na(x ) := N x/N a. It is primitive, its
determinant is a square, and we denote the positive square root by D(a)
(the reduced discriminant).

An order R ⊆ B is a lattice which is also a ring with unity. If a is a
lattice, we define Rl(a), its left order (respectively Rr(a), its right order) by

Rl(a) := {x ∈ B : xa ⊆ a}.
If R is an order in B, we let Ĩ(R) be the set of left R-ideals, that is the
set of lattices a ⊆ B such that for every prime p, ap = Rpxp for some
xp ∈ B×

p (subscript p denotes localization at p, namely ap := a ⊗ Zp). For

a, b ∈ Ĩ(R) define the relation a ∼ b if a = bx for some x ∈ B×. This gives

an equivalence relation on Ĩ(R) and by [a] we denote the class of a. The set
of all left R-ideal classes (denoted by I(R)) is known to be finite.

3.2. Hecke operators and the height pairing

Let M(R) be the free Z-module with basis I(R). Define deg : M(R) → Z as
the linear map satisfying deg(a) = 1. On M(R) we define the height paring
by

〈[a], [b]〉 := 1
2
#
{
x ∈ B× : ax = b

}
=

{
1
2
#Rr(a)× if [a] = [b],

0 otherwise,

The height pairing induces an inner product on MR(R) := M(R) ⊗ R and
I(R) is an orthogonal basis of this space. The dual lattice M

∨(R) :=
{v ∈ MR(R) : 〈v,M(R)〉 ⊆ Z} is spanned by [a]∨ := 1

〈a,a〉 [a] with [a] ∈
I(R). Let a ∈ Ĩ(R), and m ≥ 1 an integer. We set

Tm(a) :=
{

b ∈ Ĩ(R) : b ⊆ a, N b = m N a
}
.

The Hecke operators tm : M(R) → M(R) are then defined by

tm[a] :=
∑

b∈Tm(a)

[b]

for m ≥ 1 and [a] ∈ I(R) (they correspond to the classical Brandt matrices).

In addition, we define t0 : M(R) → M(R) by t0[b] := 1
2

(∑
[a]∈I(R) [a]∨

)
.
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Proposition 3.2. The Hecke operators have the following properties:

1. tn is self-adjoint for the height pairing.

2. If (n,m) = 1, then tnm = tntm.

3. The operators tn with gcd(n,D(R)) = 1 commute with each other.

Since the Hecke operators tn with gcd(n,D(R)) = 1 generate a commu-
tative ring T0 of self-adjoint operators, MR(R) has an orthogonal basis of
eigenvectors for T0.

If R is an order, let R∗ := {x ∈ B : Tr(xR) ⊆ Z} and define L(R) :=
N(R∗)−1. There is an injective (but in general not surjective, see [J-L])
T0-linear map φ : M

∨(R) ⊗T0 M(R) −→M2(Γ0(L(R))) given by

φ(v,w) :=
∑

m≥0

〈v, tmw〉qm

(see Proposition 3.3 of [Pa-To]). In particular if v ∈ M(R) is an eigenvector
for T0, so is the modular form φ(v,v) with the same eigenvalues.

We would like to associate weight 3/2 modular forms to elements in
M(R). For x ∈ B, define ∆ x := (Tr x )2 − 4 N x (the discriminant of the
characteristic polynomial of x ). Let

Ω(R) := gcd {∆ x : x ∈ R}.
Note that ∆x ≤ 0, and ∆x = 0 if and only if x ∈ Q; thus −∆ x/Ω(R)
defines a primitive positive definite ternary quadratic form on the lattice
R/Z. Define the level and the character of an order R to be

N(R) := 4 L(R)/Ω(R), and χR(n) :=

(
Ω(R)

n

)
.

Theorem 3.3. The map Θ : M(R) → M3/2 (N(R), χR) which maps [a] ∈
M(R) to

Θ(a) =
1

2

∑

x∈Rr(a)/Z

e−2πiz∆x/Ω(R),

is T0-linear. Furthermore, if deg(v) = 0 then Θ(v) is a cusp form.

Remark. The map Θ needs not be injective.

Proof. see Proposition 1.11 of [Pa-To]. The second assertion of Theorem 3.3
comes from the fact that the ternary quadratic form associated to a lies in
the same genus as the one associated to R. Hence, the linear combination
vanishes at all cusps if and only if it vanishes at infinity.

In particular if v is an eigenvector for T0, and Θ(v) 6= 0, then Θ(v)
corresponds to φ(v,v) under the Shimura map.



Shimura Correspondence 15

3.3. Orders in quaternion algebras

For the method in the previous section to work, given F ∈ S2(Γ0(N)) we
need to chose a quaternion algebra B and an order R in it such that L(R) =
N and F ∈ M(R). For a given N , which quatgernion algebra and which
orders should be considered?

In case of prime level N the only possibility is to take B to be the
quaternion algebra ramified at N and ∞ and R a maximal order. Then for
all forms in S2(Γ0(N)) whose corresponding eigenvector in M(R) is not in
the kernel of Θ, the previous section construction works. Furthermore, the
so called “Gross Formula” (Theorem 3.4) implies that F ∈ S2(Γ0(N)) gives
the zero weight 3/2 modular form if and only if L(F, 1) = 0.

Now assume that N is square free. Let F ∈ S2(Γ0(N)) with positive
functional equation sign. Define PF = {p | N : wp = −1} and take B to
be the quaternion algebra ramified at p ∈ PF and ∞. Let R be an order
of level N in B such that Rp is an Eichler order for all p | N . In [Bö-SP]
they prove that for this choice, the previous section construction works and
that it gives the zero weight 3/2 modular form if and only if L(f, 1) = 0 (see
Theorem 3.5).

For a general level N and F ∈ S2(Γ0(N)), the choice of the quaternion
algebra depending on the Atkin-Lehner involutions is quite standard. Which
orders should be considered on such algebra? By Eichler’s work orders R
of B are in one-to-one correspondence with collection of orders {Rp} in Bp

such that Rp is maximal for almost all p. If we consider a non-ramified
prime q, the natural candidate for an order of level qr is an Eichler order
(the intersection of two maximal ones). At a ramified prime p, there is a
single maximal order, hence the unique Eicher order in this case has level p.
To get “well-behaved” orders of level pr the natural candidates (studied on
[Hi-Pi-Sh]) correspond to some “primitive ternary quadratic forms” (see [Jo]
for a survey of the relation between orders and ternary quadratic forms).

Definition 3.1. An order R is Gorenstein if all lattices L with Rl(L) = R
are left R-ideals. An order is Bass if every order containing it is Gorenstein.

Given an order R there exists a Gorenstein order G(R) and an integer
b(R) such that R = Z + b(R)G(R). Since the image by Θ of R has the same
level as the image of G(R), we can restrict to work with Gorenstein orders.
The Bass (respectively Gorenstein) condition is a local condition, hence we
need to define the local Bass orders (and we will restrict to these ones). For
a ramified prime p 6= 2 of B, all the Bass orders in Bp lie in the following
tree (see [Jo] for the tree in the case p = 2).
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Orders Discriminant
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��
��
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HH
HH

HH
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•
xx
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xx
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99
99

9 p2

• • • p3

• • p4

• • • p5

The properties of such orders depend on three cases:

• If Bp is a division algebra and Rp is one order from the left column of
the previous tree (including the maximal one), it satisfies Ω(Rp) = 1

hence N(Rp) = L(Rp). Furthermore, if x ∈ Rp then
(

∆ x

p

)
= 0 or −1.

• If Bp is a division algebra and Rp is any other order, Ω(Rp) = p hence
N(Rp) = L(Rp)/p. If Rp has discriminant grater than p2, there are two

orders with the same discriminant. If x ∈ Rp,
(

∆ x/p
p

)
= 0 or −1 for

one order and
(

∆ x/p
p

)
= 0 or 1 for the other.

• If Bq is isomorphic to a matrix algebra and Rq is an Eichler order on
Bq, Ω(Rq) = 1 hence N(Rq) = L(Rq). Furthermore, if Rq is not a

maximal order, it can be seen that for x ∈ Rq,
(

∆ x

q

)
= 0, 1.

This justifies the choice of the quaternion algebra in Theorem 3.5 so as to
be consistent with Theorem 2.11.

A complete description of the modular forms appearing in M(R) for
ordersR which are locally one of the above can be found on [Hi-Pi-Sh]. These
orders are the ones to be considered for constructing weight 3/2 modular
forms in the general case, although the conditions for the construction of
the previos section being zero in this general setting still needs to be done.

As an example, let us consider the case of level N = p2 (with p a prime
number). In [Pa-To] the authors considered the two orders of discriminant
p3 from the right part of the tree. The ternary quadratic forms attached to
them lie in two different genera. Theorem 3.3 for one order gives a weight
3/2 modular form whose Fourier coefficients are related to the twists by
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discriminants of the form p times a square modulo p (in the sense of Theorem
2.10). The other order gives a modular form whose Fourier coefficients are
related to the twists by discriminants of the form p times a non-square
modulo p. Furthermore, if p ≡ 3 (mod 4), −p is a fundamental discriminant
and twisting by χ−p is an involution on S2(Γ0(p

2)). Then if F ∈ S2(Γ0(p
2))

there exists a form g ∈ S3/2(Γ0(4p
2), χ−p) whose Fourier coefficients are

related to quadratic twists of F by positive discriminants.

3.4. Gross Formula

The construction of Section 3.2 in some cases provides a formula like The-
orem 3.1. For example, let p 6= 2 a prime, B be the quaternion algebra
ramified at p and ∞ and O a maximal order in B.

Theorem 3.4 (Gross Formula). Let F ∈ S2(Γ0(p)) and vF ∈ M(O) be
a Hecke eigenvector corresponding to F . If −d is a negative fundamental
discriminant, then

L(F, 1)L(F,−d, 1) = κ
〈F, F 〉√

d

cd2(f)

〈vF , vF 〉

where κ = 1 if p ∤ d, κ = 2 if p | d and cm(f) is the m-th Fourier coefficient
of the weight 3/2 modular form f = Θ(vF ).

See [Gr] for a proof. In particular, if L(F, 1) = 0 then Θ(vF ) = 0.
Since there exists a fundamental discriminant −d with L(F,−d, 1) 6= 0 (see
[Bu-Fr-Ho]), the converse is also true, i.e. Θ(vF ) = 0 if and only if L(F, 1) =
0. There is a generalization of this result for square free levels N on [Bö-SP],
where they prove

Theorem 3.5. Let F ∈ S2(Γ0(N)), let B be the quaternion algebra ramified
exactly at the primes where wp = −1 and R an Eichler order of level N . If
vF ∈ M(O) is a Hecke eigenvector corresponding to F , for −d a negative
fundamental discriminant

∏

p| N
gcd(N,d)

(
1 +

(−d
p

))
L(F, 1)L(F,−d, 1) = 2ν(N) 〈F, F 〉√

d

cd2(f)

〈vF , vF 〉

where ν(N) is the number of prime divisors of N .

As in Gross’ case, the weight 3/2 modular form is zero if and only if
L(F, 1) = 0. In the level p2 case a similar formula is conjectured (but not
proved) in [Pa-To] with the same implications.
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3.5. Further Developments

We would like to end this survey saying a few words about weight functions
(they are introduced in [Ma-RV-To]). Assume that the level N is prime. Let
l be a prime such that l ∤ N . Let (L, v) be a pair where L is an integral
Zl-lattice of rank 3 with l ∤ det(L) and v satisfies l | ∆ v but v 6∈ lL. The
weight function ωl,v : L→ {0,±1} is defined by

wl,v(v
′) =





0 if l ∤ 〈v′, v′〉
χl(〈v, v′〉) if l ∤ 〈v, v′〉
χl(k) if v′ − kv ∈ lL.

Let B be the quaternion algebra ramified at N and ∞ and R ⊂ B a
maximal order. To a ∈ Ĩ(R), associate the ternary lattice La := {x ∈
Z + 2Or(a) : Tr(x ) = 0}. Fix b0 ∈ LR such that l | N b0 but b0 6∈ lLR. Let
a ∈ a be a generator of al, i.e. al = Rla. For x ∈ La define

wl(a, x) := χl(N a/N a)wl,ab0a−1(x).

This weight function does not depend on the generator a nor on the equiv-
alence class of a. The effect of changing b0 is to multiply all the weight
functions wl([a],−) by the same factor. Abusing notation, for [a] ∈ I(R) we
define the theta series

Θ−l([a]) =
∑

x∈La

ωl([a], x )e2πizNx/l

and extend it by linearity to M(R). This map satisfies the same conditions
as Theorem 3.3 except that its image lies in M3/2(Γ1(N)).

The function Θ−l is zero if l ≡ 3 (mod 4) and a weight function at the
ramified prime has to be considered (see Definition 2.2 of [Ma-RV-To]). In
[Ma-RV-To] they conjecture a type of Gross formula for real discriminants,
namely if d is a fundamental discriminant,

(3.1)
√
l L(F,−l, 1)L(F, d, 1) =

〈F, F 〉√
d

c−l(d
2)

〈vF , vF 〉

where c−l(m) are the Fourier coefficients of Θ−l. In particular, if the L-series
of F vanishes at 1, take a prime l such that L(F,−l, 1) 6= 0 (there exists
such l by [Bu-Fr-Ho]) and use weight functions for l as before to construct
a non-zero weight 3/2 modular form mapping to F by Shimura. Also, some
kind of “Gross Formula” still holds.

These ideas generalize to more general levels. In [Pa-To2], the authors
gave some examples of how to associate to a modular form of level N (not
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square free) 2ν(N)+1 weight 3/2 modular forms. The relation between the
constructed forms and the central values of twisted L-series is as follows: let{
q1, . . . qν(N)

}
be the set of prime divisors of N (say increasingly ordered).

For each vector ε = (ε1, . . . , εν(N)+1) with εi = ±1, associate the set Pε =
{d fundamental discriminant : χqi(d) = εi}, where εν(N)+1(d) = sign(d).
There is a bijection betweeen the set of weight 3/2 constructed forms and
the vectors ε, where if f ↔ ε then a formula like (3.1) is conjecturally true
for f and all discriminants on Pε (as in Theorem 2.10). This conjecture was
proved numerically on the examples considered.

In the same work, it was also shown how the weight functions can be used
to work with a quaternion algebra ramified at one prime p (dividing the level)
and ∞ without carying on the Atkin-Lehner involution signs. Hopefully this
will give a simpler proof of a Gross type formula for the general case.

As was shown in [Bö-SP2] the case of modular forms of even higher
weights is similar. One first constructs a vector on a quaternion algebra cor-
responding to the modular form by using spherical polynomials on the theta
series. Then one defines a map Θ to half integral weight forms using (again)
theta series with spherical polynomials. In the case of weights divisible by 4,
the spherical polynomials used are odd functions, hence this construction is
trivial! Using some weight functions on the ternary quadratic forms involved
in [Ro-To] they showed how to handle this case as well.

The somehow open question is how to handle the case of weight two
forms not appearing on quaternion algebras. A simple computation using
the characterization of such forms (and Gauss sums) proves that if F has
level p2, then L(F, d1, 1)L(F, d2, 1) = 0 for all fundamental discriminants
d1, d2 with d1 positive and d2 negative (because of the funtional equation
sign). One example is the curve E1369B in Cremona’s notation. This case
is quite interesting since there is no weight 3/2 modular form mapping to
E1369B under the Shimura map. In particular although a formula like (3.1)
seems to be wrong, it is not. Is this always the case? Is it true that for any
level N if a modular form F ∈ S2(Γ0(N)) is not on M(R) for any order R
on any quaternion algebra B then the central value of all the real quadratic
or all the imaginary quadratic twists of F vanish? We suspect the answer
should be “yes” (and some numerical experiments confirm this) although so
far we do not have a proof.
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