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a b s t r a c t

The spatial resolution of the electron backscatter diffraction signal is explored by Monte Carlo simulation
for the sigma phase in steel at a typical instrumental set-up. In order to estimate the active volume
corresponding to the diffracted electrons, the fraction of the backscattered electrons contributing to the
diffraction signal was inferred by extrapolating the Kikuchi pattern contrast measured by other authors,
as a function of the diffracted electron energy. In the resulting estimation, the contribution of the in-
trinsic incident beam size and the software capability to deconvolve patterns were included.

A strong influence of the beam size on the lateral resolution was observed, resulting in 20 nm for the
aperture considered. For longitudinal and depth directions the resolutions obtained were 75 nm and
16 nm, respectively. The reliability of this last result is discussed in terms of the survey of the last large-
angle deflection undergone by the backscattered electrons involved in the diffraction process.

Bearing in mind the mean transversal resolution found, it was possible to detect small area grains of
sigma phase by EBSD measurements, for a stabilized austenitic AISI 347 stainless steel under heat
treatments, simulating post welding (40 h at 600 °C) and aging (284 h at 484 °C) effects—as usually
occurring in nuclear reactor pressure vessels.

& 2016 Elsevier B.V. All rights reserved.
1. Introduction

The characterization of crystalline structures, as well as or-
ientation, shape and phase distribution is important in materials
science, since, for example, grain size is related with mechanical,
physical and superficial material behaviour. Recent advances in
electron backscatter diffraction (EBSD) in scanning electron mi-
croscopes have shown its potential to study individual grain or-
ientation, local texture, etc. [1].

The spatial resolution in EBSD, i.e., the resolution measured at
the sample surface and along the depth direction, is a function of
the backscattered electron yield, the incident electron beam size,
current and energy, the interaction volume and the software used
for indexing the diffraction patterns. Two types of spatial resolu-
tion are usually defined: the physical resolution, which represents
the maximum distance to a high angle grain boundary for which
the diffraction pattern acquired corresponds exclusively to one
grain; and the effective resolution, that represents how precisely a
high angle grain boundary can be resolved by using deconvolution
algorithms. The effective resolution is, in general, better than the
physical resolution [2].

Due to the high sample tilt (typically 70°), the beam profile on
the sample is asymmetric (Fig. 1). For this reason, the resolution on
the sample surface is characterized along two directions: per-
pendicular (longitudinal) and parallel (lateral) to the sample tilt
axis. Calculations based on trigonometric relations estimate that
the longitudinal resolution should be around 3 times higher than
the lateral resolution for a 70° tilt angle [3,4].

According to the compilation of EBSD resolution data per-
formed by Steinmetz and Zaefferer [5], the best effective spatial
resolution reported until 2010 is 6–9 nm for Pt measured at 25 keV
incident electron energy [6], whereas the best physical resolution
is 90 and 35 nm for perpendicular and parallel tilt directions, re-
spectively, for Fe measured at 15 keV [7]. In both cases the
methodology followed to estimate the resolution consisted in
performing a scanning through a known high angle grain
boundary. Steinmetz and Zaefferer [5] improved the resolution by
lowering the incident beam energy, obtaining 10 nm for steel (at
7.5 keV). The best resolution is nowadays obtained with FE-SEMs
[4], due to their high probe currents and the small diameter of the
incident electron beam.

A reasonable estimate for the spatial resolution must rely in an
adequate model accounting for the energy range of the back-
scattered electrons (BE) contributing to the diffraction phenom-
enon. According to Ren et al. [8], BE with energies within 90% of
the incident energy (Eo), called “low-loss electrons” are the main
contributors to the diffraction signal; with this constraint, they
performed Monte Carlo simulations, obtaining physical resolutions
of 90 nm, 150 nm and 20 nm in lateral, longitudinal and depth
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Fig. 1. Scheme of the interaction volume and the characteristic directions involved
in the typical EBSD configuration.
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directions, respectively, for Cu irradiated by a 20 keV electron
beam.

Recently, Deal et al. [9] studied the dependence of the EBSD
pattern quality on the energy of the BE for a wide atomic number
range, by attaching to the EBSD detector an energy filter with a
resolution better than 10 eV. They obtained a distribution of the BE
contributing to diffraction as a function of their energy (for a
15 keV incident beam), which led them to conclude that the major
contributors to the diffracted electron signal are electrons with
around 97% of Eo. They also observed that the contribution of
electrons within 90% of Eo is higher than that corresponding to
80% of Eo. Nevertheless, there is a small diffraction contribution
from electrons well below Eo; this contribution, despite being
small, preferentially enhances the diffuse background and not the
EBSD pattern, with the consequent loss of resolution.

According to recent studies, electron collisions with nuclei at
the atomic positions within the unit cell (with consequent nuclear
recoil) constitute the mechanism which produces incoherent
scattering events at fixed localization, enabling the formation of
Kikuchi patterns [10]. These incoherently scattered electrons form
internal point sources, and the subsequent interference along the
outgoing trajectories results in a Kikuchi pattern [11]; inelastic
events along the outgoing trajectory of the BE electrons will de-
grade the interference pattern formation [12]. For large angle de-
flections, the scattered electron transfers a significant amount of
momentum to a single atom. Since the recoil energy depends on
the target atom, the contribution of electrons scattered from dif-
ferent elements can be discriminated in an energy-filtered ex-
periment [13,14]. The detailed element distribution in each crys-
tallographic plane may therefore be inferred, which constitutes an
attractive tool to investigate the crystallographic structure close to
a material surface [11,15].

The spatial resolution is a measure of the minimum phase size
detectable with the considered technique. It is very important to
count with an estimate for this resolution when the goal is to
determine the presence of minor phases. An interesting example is
the characterization of stainless steels under different heat treat-
ments, since for certain temperatures and aging times, the mate-
rial behaviour may be affected by the appearance of secondary
phases, such as the sigma-phase (s-phase). The presence of the
s-phase affects not only corrosion properties but also reduces the
material toughness [16].

In this work the EBSD spatial resolution for the detection of
s-phase in steels is studied by Monte Carlo simulations based on
the PENELOPE routine package [17], which generates electron
paths through contiguous free flights between successive inter-
actions, and has successfully described electron transport phe-
nomena in materials [18]. By incorporating the intrinsic incident
beam size and the algorithm capability for pattern deconvolution,
the effective spatial resolution is estimated. Based on the effective
transversal mean resolution obtained here, a strategy for opti-
mizing measurement times and map quality is proposed. In ad-
dition, the presence of this phase is studied for the particular case
of an austenitic stainless steel AISI 347 under heat treatments
representing post welding and aging conditions in nuclear reactors
pressure vessels.
2. Monte Carlo simulations

Monte Carlo simulations were performed in order to in-
vestigate the interaction volume of the backscattered electrons
contributing to the diffraction patterns in a steel sample. The ex-
ample main program PENCYL distributed with the 2011 version of
the PENELOPE routine package [17] was used for these simula-
tions. Although this program is optimized for cylindrical geome-
tries constituted by different layers, it was modified in order to
register the spatial coordinates of the BE when they emerge from
the sample, and also to accumulate the fraction of BE in a three-
dimensional spatial grid. The diffraction pattern is considered to
be originated in the last large-angle deflection event the outgoing
electron undergoes, after which no incoherent scattering occurs.

It is worth noticing that the PENELOPE package does not in-
volve the continuous slowing-down approximation (CSDA), as
with this oversimplified approach no energy loss fluctuations are
allowed, and unrealistic energy distributions of diffused mono-
energetic electron beams are obtained [19,20]. On the contrary,
electron paths are individually simulated by means of contiguous
free flights between successive interactions, each interaction in-
volving a stochastic energy loss, assessed by means of the corre-
sponding cross sections (total and differential) [21].

A homogeneous material with cylindrical geometry, 1.5 mm
radius and 2.5 mm thickness with FeCr stoichiometric formula
(corresponding to the s-phase) was used. The simulations were
performed for a point source parallel electron beam, with 20 keV
incident energy and 70° sample tilt angle. In the simulations,
electrons leaving the sample surface with energies above a cutoff
energy Ec are recorded in order to generate the spatial distribu-
tions sought. The number of primary electrons was 1�109 for
each run, and a total of 13 runs were performed for each set of
simulations corresponding to different cutoff energies: 0.3, 12,
13.3, 14.7, 16.0, 16.7, 17.3, 18.0, 18.7, 19.0, 19.6, 19.7, and 19.8 keV.

A first set of simulations was performed in order to study the
resolution in longitudinal and lateral directions (see Fig. 1). The
three-dimensional grid used corresponds to 601�601�1 voxels
of 5 nm�5 nm�1.5 mm. The second set was used to determine
the depth resolution. In this case the spatial grid in which the BE
were counted corresponds to 60 slices of 1.5 mm�1.5 mm�1 nm.



Fig. 2. Backscattered electron coefficient η as a function of the cutoff energy (Ec).
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3. Experimental

Austenitic steel weld deposits on carbon or low alloy steels are
widely used for building pressure vessels with the aim of pro-
tecting the base material from corrosion. In the particular case of
nuclear industry, the cladding of reactor pressure vessels plays an
additional role: avoiding metal base corrosion reduces the ion
transport that can be activated when crossing the reactor nucleus,
and consequently lowers the collective installation dose. In their
formulation, a balance between different alloying elements is
performed to obtain a ferrite content of 5–10%. This phase is un-
stable at the temperature used for the post welding heat treat-
ment and can be decomposed in several minor phases. One of
these is the s-phase, the amount of which affects not only cor-
rosion properties but also reduces the material toughness [16]. For
this reason, the detection and study of precipitation mechanisms
and the subsequent evolution of this phase during service is
crucial.

The sample studied in this work corresponds to an AISI 347
austenitic stainless steel with nominal composition (in wt%) C:
0.03–0.04, Mn: 0.97–1.00, P: 0.017, S: 0.006, Si: 0.94, Cr: 18.9–19.0,
Ni: 11.2–11.3, Ti: 0.012, Nb: 0.567–0.57, Co: 0.03, N: 0.021–0.023,
rest Fe. Two heat treatments were applied to this sample: 40 h at
600 °C and 284.4 h at 452 °C. The first treatment corresponds to
the post welding heat treatment, whereas the second one simu-
lates operation conditions in nuclear reactor vessels for 30 years at
300 °C.

The sample was included in conductive resin, polished with
1200 mm paper, 9 mm, 6 mm, 3 mm and 1 mm diamond pastes, and
colloidal silica (0.05 mm) during 1, 5, 4, 4, 3 and 10 min with a
velocity of 180, 150, 150, 150, 150 and 120 rpm, respectively. In all
cases the force applied was 18 N.

Measurements were carried out in a scanning electron micro-
scope FE-SEM Σigma- Carl Zeiss with a Schottky electron gun. The
electron backscatter detector is an Oxford Nordlys Nano with a
CCD camera with 1344�1024 pixels and a 40 mm�35 mm front
phosphor screen. An SDD X-ray detector is also attached to the
SEM with an 80 mm2 front area and a nominal resolution of
127 eV for Mn-Kα line (5.893 keV). The AZtec 3.1 software (Oxford
Instruments) was used for phase indexing and deconvolution. In
this software, the band positions are identified via Hough trans-
form, and the angles between bands are calculated and compared
with a list of interplanar angles for the analysed structures. A
method called class indexing examines permutations of four
bands, and the basis of indexing lies in the agreement or dis-
agreement between the measured bands and the reference crystal
reflectors.

The main purpose of this work was to search and identify a
minor secondary phase; it was therefore important to optimize the
microscope parameters in order to achieve fast measurements
which allowed to scan large areas in a reasonable time (at the
expense of worsening spatial resolution). The following SEM
parameters were thus chosen: 20 keV incident energy, 120 mm
aperture, 8.5 mm working distance, 70° tilt angle, and 4 nA beam
current. A 4�4 binning and 15 ms exposure time per frame were
used for the CCD camera. For the acquisition of 1500X maps,
0.1 mm and 0.2 mm step sizes were chosen, whereas high magni-
fication maps (3000X) were recorded with 0.05 mm steps.

In order to estimate the intrinsic incident beam size, secondary
electron images were acquired for a Ni grid with sharp edges.
Intensity profiles were repeatedly obtained along straight lines
perpendicular to the border of this Ni grid, for the 120 mm aperture
used in this work, and also for the minimum aperture available
(7.5 mm) with a scanning pixel size of 1.73 nm.
4. Results and discussion

4.1. Lateral and longitudinal resolution

The initial study of the present work involved the dependence
of the backscattered electron fraction η with the cutoff energy Ec.
As can be observed in Fig. 2, η slowly decreases for Ec between
0.3 and 16 keV whereas the decreasing rate is higher for larger Ec
values. 45% of the BE have energies in the range from 18 to 20 keV,
which is in agreement with the results obtained in [8], and only
18% bear energies within 97% of the incident energy. Spatial dis-
tributions for backscattered electrons were obtained for different
Ec values. Fig. 3 shows the resulting distributions for Ec¼0.3 keV
and Ec¼19 keV; as expected, the distribution is symmetric in lat-
eral direction, whereas it is elongated in longitudinal direction.

The transversal shape and size of the interaction volume can be
characterized by the widths along lateral (Ly) and longitudinal (Lx)
directions (see Fig. 1). As in the case of the 68% percentage con-
tained within 7one standard deviation for a Gaussian distribu-
tion, these widths were defined as those integrating a 0.68 fraction
of the BE distribution. When Ec increases, the interaction volume
decreases acquiring an elongated shape in the longitudinal direc-
tion (Fig. 4). According to Humphreys et al. [4], Lx should be
3 times higher than Ly; this occurs for BE with energies within
97.5% of the incident energy.

As mentioned in Section 1, Deal et al. [9] studied the con-
tribution of BE to the diffraction patterns as a function of their
energy for Si, Ir and Fe samples irradiated at 15 keV by using en-
ergy filters between the sample and the EBSD detector. They ob-
served that the main contribution to the diffraction pattern is due
to electrons undergoing low energy losses (less than 20%), and the
maximum pattern contrast is given for electrons with energies
within 97% of the incident energy. Based on this study and
translating this trend to a 20 keV incident beam, i.e., assuming the
same dependence of the pattern contrast on the cutoff energy, the
relative fractions of BE contributions to the diffraction signal as a
function of Ec have been obtained (Table 1). The backscattered
electron volume contributing to the diffraction signal, hereinafter
diffraction volume, was thus obtained by the following equation:
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where vijk is the ijk-voxel of the diffraction volume, ηvijk
, Ec is the

fraction of BE in voxel ijk for the cutoff energy Ec, and AEc
is the

relative contribution factor given in Table 1. The spatial distribu-
tion corresponding to the diffracted electrons is shown in Fig. 3c.
The corresponding lateral and longitudinal widths are 145 nm and



Fig. 3. BE spatial distribution for (a) Ec¼0.3 keV and (b) Ec¼18 keV. (c) Spatial distribution of BE contributing to the diffraction signal obtained by Eq. (1) – see text.

Fig. 4. Longitudinal (Lx) and lateral (Ly) widths (a) and aspect ratio (b) of the backscattering electron signal as a function of the cutoff energy.

Table 1
Relative contribu-
tion factors of BE to
the diffraction
volume.

Ec (keV) AEc

12 0.010
13.3 0.021
14.7 0.035
16 0.062
16.7 0.075
17.3 0.091
18 0.122
18.7 0.15
19 0.167
19.6 0.151
19.7 0.103
19.8 0.014
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256 nm, respectively, whereas its depth is 19 nm.
To estimate the effective resolution, the software ability to

deconvolve overlapped patterns must be taken into account. It was
assumed that: (1) the software correctly indexes a pattern corre-
sponding to a grain when the signal coming from this grain re-
presents at least 60% of the total signal, and (2) the diffraction
signal is proportional to the number of electrons backscattered
from the diffraction volume containing the corresponding grain. A
similar approach was recently suggested by Tong et al. [22] in
order to analyse the accuracy of cross correlation results of strain
measurements; in their work, a more restrictive pattern mixing of
70%/30% was inferred, since only subtle differences are associated
with elastic strains and rotations. Under these assumptions, the
lateral/longitudinal effective resolution can be estimated by cal-
culating the fraction of diffracted BE from a grain as a function of
the distance to the interface (see Fig. 5). It can be seen that the
diffraction signal is symmetric for the lateral resolution, whereas it
bears a clear asymmetry for the longitudinal direction due to the
non-normal beam incidence. The lateral and longitudinal resolu-
tions obtained are 10 nm and 56 nm, respectively for a point
source parallel electron beam. It is worth mentioning that these
values are representative for resolutions associated to high-angle
grain boundaries. On the contrary, special care must be taken
when analysing residual strains by small local low-angle mis-
orientations, where intrinsic sample features and software algo-
rithm limitations may hinder the proper deconvolution and,
therefore, the phase orientation determination [23].

For EBSD measurements, the larger apertures (wider spot sizes)
are commonly used to get high currents, and hence to decrease
acquisition times. Since larger apertures are related with im-
portant spherical and chromatic aberrations [24], the beam size
can be above 100 times larger for these apertures than for smaller
ones. In addition, the incident beam size depends on other SEM
parameters, such as the gun type and the incident beam energy. In
the case of field emission guns, the beam size varies from 0.1 nm
to several tens of nm. For this reason, the incident beam size is a
parameter that must be taken into account for a more realistic
estimation of the resolution. The beam size is not provided by the
manufacturer, so a methodology to infer this parameter is neces-
sary. In this work the method proposed by Goldenshtein et al. [25]
was followed to estimate the incident beam size. Intensity profiles
were extracted from secondary electron images corresponding to a
Ni grid, acquired at 20 keV with the smallest (7.5 mm) and largest
(120 mm) apertures. Since the beam size for the smallest aperture
is a few tenths of nm, the intensity profiles measured with this



Fig. 5. Normalized diffraction BE signal as a function of (a) lateral and (b) longitudinal distance to the interface of two grains. Schematic diagrams representing both cases are
shown beside the corresponding graphs.

Fig. 6. Intensity profiles corresponding to secondary electron images of a Ni grid
edge acquired at 20 keV with 7.5 mm (a) and 120 mm (b) apertures.
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aperture can be associated with the interface morphology,
whereas, for the larger aperture, the profiles are convolutions of
the interface morphology and the beam profile (see Fig. 6). It can
be seen that the profiles taken with the largest aperture rapidly
decrease as the beam passes from the Ni region to the hollow area,
displaying a slower decay when moving away from the interface.
For the present study, the edge was defined through the first de-
cay, since the second one corresponds to secondary detection ar-
tifacts [26]. The beam size was then assessed by subtracting the
profiles corresponding to the two apertures (after averaging all the
experimental determinations), obtaining a value of (1775) nm for
the 120 mm aperture.
The beam size must be added in quadrature with the estimates

furnished by the Monte Carlo simulations to obtain the lateral
resolution, which therefore resulted 20 nm. For the longitudinal
resolution, the quadrature sum involves the Monte Carlo result
and the beam size multiplied by cosec(20°), which gave a final
longitudinal resolution of 75 nm. The ratio longitudinal/lateral
resolution is 3.75, which is close to the ratio predicted by Hum-
phreys et al. [4]. It is thus important to notice that the intrinsic
beam size is a determinant factor affecting the EBSD resolution,
particularly along the lateral direction.

Spatial resolution may also be affected by the incident beam
divergence. According to Reimer [26], a diaphragm of 120 mm in
diameter in the objective lens, as the one used here, produces a
beam angular aperture of around 10 mrad. In order to investigate
the influence of this beam divergence in the transversal resolution,
Monte Carlo simulations were carried out for apertures up to
50 mrad for an 18 keV cutoff energy, without altering the long-
itudinal and lateral widths of the distributions (less than 1%).

It is worth mentioning that, when estimating the effective
spatial resolution, the influence of the detector resolution has not
been taken into account. The conventional detector used here in-
volves a phosphor front screen with a CCD camera, which may
worsen the effective resolution in the acquisition process. In the
measurements carried out in this work, however, the CCD camera
binning set as the standard condition to achieve good resolution
maps in reasonable times, makes this contribution negligible. In
order to provide a quantitative estimate of this contribution, the
use of a digital complementary metal-oxide semiconductor
(CMOS) hybrid-pixel detector is necessary [27], which is out of the
scope of the present investigation.

Although in general, experimental resolutions higher than
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100 nm are achieved using microscopes with tungsten filaments,
the results obtained here are in good agreement with the ex-
perimental resolutions reported by other authors by means of FEG
microscopes (see, e.g., Table 1 in ref [5]).

4.2. Depth resolution

Depth-resolved dynamical EBSD simulations for Mo at 20 keV
predict that the main contribution to the diffraction pattern takes
place at a 10 nm depth, assuming an analytical depth distribution
based on the maximum penetration attained by BE within 8% of
the incident energy, obtained from Monte Carlo simulations
(based on continuous slowing down approximation) [12]. A similar
approach for 30 keV electrons on Si at 80° incidence angle show
that electrons emerging from up to 7.5 nm are the main con-
tributors to the diffraction pattern, for a Poisson depth distribution
of scattering events [28].

The diffracting BE depth distribution may strongly differ from
the maximum BE penetration distribution, since the outgoing
electrons may undergo additional scattering events and conse-
quently lose coherence. The Monte Carlo simulations carried out in
this work survey the spatial coordinates where the BE last large-
angle deflection occurs, assuming a 20° cutoff scattering angle; the
corresponding diffraction process therefore originates from this
position. The resulting depth distributions appear to be sensitive
to this restriction, as shown in Fig. 7a for the s-phase at
Ec¼18 keV; similar values were obtained for a 15° cutoff angle.

According to the present simulations, the depth encompassing
68% of the diffracting backscattered electrons varies from 30 nm to
7 nm for energies in the considered Ec range (Fig. 7b). The re-
sulting depth resolution obtained from the diffraction volume –

Eq. (1) – is therefore 16 nm. Data available in the literature about
EBSD depth resolution is very scarce. Chen et al. [2] estimated the
depth resolution with two different methods. The first one con-
sisted in determining the minimum thickness of an amorphous
layer necessary to completely loose the diffraction signal from a
crystalline sample, obtaining a resolution of 4 nm for 20 keV
electrons in a Cu sample. Zaefferer [7] obtained a depth resolution
of 5.5–8 nm for Cr by applying the same strategy. These values
provide lower bounds for the depth resolution, since once the
amorphous material has been crossed, the electrons must also
traverse at least a quarter of the corresponding extinction distance
so that the diffraction takes place in the crystalline material [9,28].

The other method applied by Chen et al. [2] involves EBSD
pattern measurements in a region close to a grain boundary for a
Fig. 7. (a) Backscattered electron depth distribution (hollow symbols) and accumulate
scattering event. Circles: any deflection; triangles: deflection higher than 20° (see text)
energy.
bicrystalline sample. In this case, they obtained a depth resolution
of 60 nm, which is 15 times higher than the one estimated with
the first method. According to these authors, this difference is due
to channeling effects, not taken into account in the first method
applied (amorphous materials do not produce channeling). Spe-
cialized works in electron channeling state that the penetration
depth related with this effect can be higher than 50 nm in Si [29]
and 60–80 nm in steel [30], which implies that if this effect is
important, it will strongly worsen the depth resolution attainable.

4.3. s-phase characterization in an austenitic steel sample

Although data available in the literature for the s-phase in AISI
347 stainless steel under heat treatments correspond to aging
times higher than 100 h, an extrapolation seems to indicate that
this phase should not be present for the aging times and tem-
peratures used in this work. According to Schwind et al. [31], for
this type of steel and for a heat treatment at 600 °C during
50,000 h, only 0.02% (in volume) of s-phase was found. The study
performed by Minami et al. [32] by optical microscopy, X-ray dif-
fraction and transmission electron microscopy, shows that, at
600 °C, the s-phase precipitates for times larger than 4000 h,
whereas for 700 °C the time reduces to 1000 h. Gharehbaghi [33]
observed this phase in a steel of similar composition for treat-
ments at 700 and 800 °C during 500 h. Bearing in mind that the
s-phase precipitation is usually a very slow process occurring in
long term agings, if present on the sample studied in this work, it
is expectable to be found as small grains and in very low propor-
tions. This is one of the reasons why it is important to know the
resolution of the technique used to perform the sample
characterization.

The possible growing areas corresponding to the s-phase have
been reported by several authors. These regions depend on the
steel type and the heat treatment applied. Barcik [34] and Villa-
nueva et al. [35] showed that s-phase precipitates in triple points
associated to ferrite, incoherent grain boundaries, and around
grain inclusions. The precipitation can also occur at the ferrite-
austenite interphase [36,37] and within the austenite grains if the
aging time and temperature are high enough [38]. In some cases,
the s-phase was observed close to chromium and niobium car-
bides. Singhal [39] and Barcik [34] explained this growth occurs at
expenses of chromium carbide. All the regions abovementioned
are potential sites to search for the s-phase on the studied sample.

Crystallographic data given by Yakel [40] were used to identify
the s-phase in EBSD patterns. This phase is represented as an
d depth distribution (full symbols) with Ec¼18 keV, taking into account the last
. (b) Depth widths for the backscattering electron signal as a function of the cutoff



Fig. 8. Phase maps obtained from EBSD data acquired at (a) 0.014 mm, (b) 0.050 mm, and (c) 0.100 mm step sizes for the sample studied in this work. Colours corresponds to:
austenite (blue); ferrite (light blue), and sigma (red). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)

Table 2
Grain areas in mm2 corresponding to the A and B grains of the s-phases shown in
Fig. 8 for different step sizes. Δstep and Δres are the area uncertainties associated to
the step size and transversal resolution found above, respectively.

Grain

Step (mm) A B

Area Δstep Δres Area Δstep Δres

0.014 0.20 0.01 0.04 0.22 0.01 0.05
0.050 0.18 0.04 0.04 0.20 0.04 0.04
0.100 0.23 0.09 0.05 0.14 0.07 0.04
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intermetallic FeCr compound with tetragonal P42/mnm space
group. The strategy followed to search for the presence of this
phase was chosen in order to optimize the measuring time, and
therefore low magnification maps (1500X) were acquired with
step sizes of 0.1 or 0.2 mm. When one or more pixels were asso-
ciated with the s-phase, a new map was recorded with a higher
magnification (3000X), changing also to 0.05 mm steps with the
aim of analysing in more detail the size and orientation of the
phase in the corresponding region. In order to set the optimal step
for these high magnification images, some s grains were analysed
in maps acquired with different steps. Fig. 8 shows an example for
0.014, 0.050 and 0.100 mm steps. Although the map with the
smallest step apparently looks better, it must be taken into ac-
count that the 50 nm average transversal resolution found makes
many of these grains indistinguishable, as exemplified in Table 2.
Since the main goal is to provide areas representative of the
s-phase and its orientations in a reasonable measurement time, a
0.050 mm step is the best alternative, as chosen in the present
work.

In the sample studied, along a 37,700 mm² total scanned area,
the software was able to identify 21 grains corresponding to the
s-phase, whose areas run from 0.006 mm2 to 1.73 mm2, amounting
a total volume fraction of 0.07%. In Fig. 9, an example for the maps
acquired in this sample is shown. By fitting ellipses to the identi-
fied grains, only 3 of them are found to bear characteristic di-
mensions below 130 nm, which can be taken as a reasonable
minimum, since this is barely greater than twice the mean trans-
versal resolution found. Despite the apparently insufficient sta-
tistics, it can be seen that the orientation of the s-phase satisfies
the relation: {111}γ//{001}s and o0114γ//o1404s (see Fig. 9),
which was also observed by Lewis [41] and Weiss and Stickler [42].
5. Conclusions

The strategy followed to obtain lateral, longitudinal and depth
resolutions by Monte Carlo simulations in steel allowed to esti-
mate values of 20 nm, 75 nm, and 16 nm, respectively. The BE



Fig. 9. Phase map obtained from EBSD data for the austenitic steel sample studied in this work with step sizes of 0.2 mm (a) and 0.05 mm (b). Colours corresponds to austenite
(blue); ferrite (light blue); silicates (magenta); sulfides (green); niobium carbide (orange), sigma (red) and chromium carbide (yellow). Pole figures corresponding to the
planes {111}γ//{001}s and to the directions o0114γ//o1404s are shown in (c). The corresponding orientation of the crystal units is shown in (d). (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article).
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spatial distribution does not correspond to the maximum pene-
tration distribution; on the contrary, since the outgoing electrons
must not undergo additional scattering events and lose coherence,
the Monte Carlo simulations carried out in this work survey the
spatial coordinates where the BE last large-angle deflection occurs.
Transversal resolutions are in good agreement with results ob-
tained by other authors, whereas for the depth resolution a large
dispersion can be found among the few values available in the
literature.

The transversal mean resolution obtained allowed to establish
a 0.05 mm step size for the EBSD maps as the best strategy for
optimizing measurement times with good quality images in the
particular FE-SEM used.

Low amounts of s-phase were detected for the austenitic
stainless steel under the post welding and aging heat treatments
applied. This phase was observed in the ferrite-austenite inter-
phases with an orientation relation given by: {111}γ//{001}s and
o0114γ//o1404s. In view of the transversal resolution
achieved, the smallest grains detected were unambiguously in-
dexed, and bear characteristic dimensions as low as 130 nm.
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