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Abstract: A method for the experimental determination of the absolute efficiency of wavelength dispersive
spectrometers was developed, based on the comparison of spectra measured with a wavelength dispersive
system and with an energy dispersive spectrometer. The aim of studying this parameter arises because its
knowledge is necessary to perform standardless analysis. A simple analytical expression was obtained for the
efficiency curve for three crystals ~TAP, PET, and LiF! of the spectrometer used, within an energy range from
0.77 to 10.83 keV. Although this expression is particular for the system used in this work, the method may be
extended to other spectrometers and crystals for electron probe microanalysis and X-ray fluorescence.
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INTRODUCTION

The detection efficiency « of an X-ray spectrometer is a
measurement of the probability of detecting an emitted
photon; it depends on the photon energy and on certain
characteristics of the spectrometer. A detailed knowledge of
this dependence may not be necessary for some analytical
routine applications involving standards, since the efficiency
is the same for sample and standard, and they cancel out.
Nevertheless, a full description of the efficiency is crucial for
quantitative standardless analysis as stated by Fournier et al.
~1999! and Goldstein et al. ~1994! and for the determination
of atomic parameters; see, for example, Merlet et al. ~2006!,
Merlet and Llovet ~2006!, Bonetto et al. ~2004!, and Trinca-
velli et al. ~2002!. In the particular case of a wavelength
dispersive spectrometer ~WDS!, to have reliable informa-
tion of the efficiency becomes a must, due to the great
variations of this parameter with photon energy, which
could produce large errors.

In wavelength dispersive systems, the spectrum is ac-
quired by varying the position of an analyzing crystal,
which diffracts the X-rays coming from the sample accord-

ing to Bragg’s law. The geometrical arrangement contains
the X-ray source ~that is to say, the sample!, the crystal, and
the detector on the perimeter of a circle of radius r, known
as the Rowland circle. The crystal planes are bent to radius
2r and the crystal surfaces can be ground to radius r
~Johansson geometry! or not ~Johann geometry!. The X-rays
diffracted by the crystal are usually collected by gas-filled
proportional counters.

For these kind of spectrometers, the efficiency «WDS is
difficult to predict and depends on the quantum efficiency
of the proportional counter, on geometrical factors, and on
the reflectivity of the analyzing crystal. Three semiempirical
methods to determine «WDS were reported. One of them
involves the measurement of characteristic line intensities
for different pure elements: the ratio between measured
intensities and the ones predicted by an analytical model
serves as estimation for «WDS ~Wernisch, 1985!. In the
second one, a spectrum is measured for a single-element
sample without characteristic lines in the region of interest
and compared with an analytical prediction for bremsstrah-
lung ~Smith & Reed, 1981!. The third method, explained by
Merlet et al. ~2006! and Merlet and Llovet ~2006!, is similar
to the previous one, but the bremsstrahlung emission was
obtained by Monte Carlo simulation.

The disadvantage of these methods is that they need a
good description of the spectrum, which cannot be given
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with the required degree of accuracy; in addition, they are
restricted to electron excitation beams. The third method
involves the prediction of bremsstrahlung from thin targets
instead of thick targets; thus, it is more precise than the
other two, although the uncertainties obtained can reach
10% for energies around 1 keV.

A different strategy was developed in this work, based
on the comparison of two experimental spectra: one of
them measured with an energy dispersive spectrometer
~EDS! and the other with the wavelength dispersive spec-
trometer whose efficiency is to be determined.

EXPERIMENTAL

Measurements were performed with a scanning electron
microscope LEO 1450VP at the Laboratorio de Microscopía
Electrónica y Microanálisis ~LABMEM! of the Universidad
Nacional de San Luis, operated in the high vacuum mode,
i.e., with a chamber pressure of 0.5 Pa. This equipment is
furnished with an energy dispersive spectrometer EDAX
Genesis 2000 with a resolution of 129 eV for the Mn-Ka
line ~5.893 keV! and with a wavelength dispersive spectrom-
eter INCAWAVE 700.

The energy dispersive detector is a Si~Li! SUTW Sap-
phire with ultrathin polymer window and aluminum ohmic
contact. The crystal front area is 10 mm2, with a circular
collimator with an aperture of ~7.7 6 0.2! mm2. The dis-
tance of this collimator from the source is 6.9 cm. The
ultrathin window is a Moxtek AP3.3 containing a 380 mm
thick silicon support structure with 77% open area. The
window itself is composed of: polymer—300 nm thick,
density 1.4 g/cm3 ~69% C, 3% H, 21% O, and 7% N mass
concentrations!; aluminum—30 nm thick, density 2.7 g/cm3;
and boron hydride—20 nm thick, density 2.0 g/cm3 ~92% B
and 8% H mass concentrations!. The dead layer thickness
was estimated to be about ~72 6 17! nm by means of the
method suggested previously by Bonetto et al. ~2001!.

The arrangement of the WDS system is Johansson type
for the crystals used in this work: TAP, PET, and LiF. Some
of their characteristics are specified in Table 1. The photons
diffracted by the analyzing crystal are collected by two

proportional counters operated in tandem: the first of them
is a P10 ~90%Ar-10%CH4! flow counter at a pressure of
1 atm and the second is a sealed Xe counter.

To determine the WDS efficiency, spectra were col-
lected from a carbon standard: three with the WDS system
~one for each of the crystals indicated in Table 1! and
another with the EDS, all in the area scan mode, under the
experimental conditions shown in Table 2.

To perform the determination of «WDS, the beam cur-
rent must be known for each wavelength of the WDS
spectra. The equipment does not allow a direct measure-
ment of this current while the spectrum is being acquired,
but instead gives information about the current flowing
from the sample to earth ~known as specimen current!.
Fluctuations in the beam current were monitored from the
variations registered for the specimen current, on the basis
of the constant relationship between these two currents for
a given sample and incidence energy.

DEVELOPMENT OF THE METHOD

The absolute efficiency « of a spectrometer is defined as the
ratio between the X-ray intensity registered by the detector
and the X-ray intensity emitted by the source. It can be
divided in two factors: the intrinsic efficiency « ' and
the geometric efficiency. The geometric factor is given by
the fraction of radiation arriving to the detector, while the
intrinsic efficiency is the fraction of the X-rays arriving to
the detector that are actually registered.

In the case of a WDS, the efficiency «WDS depends on
two factors: the solid angle DV subtended from the source
to the crystal region capable of diffraction and the intrinsic
efficiency of the proportional counter ~Reed, 2002!. The
efficiency «WDS could be predicted theoretically by consider-
ing the mentioned factors, but its calculation would be
affected by rough approximations and large uncertainties.
Assuming that all the diffracted X-rays reach the propor-
tional counter system, which is reasonable due to the large
area of its window, the absolute efficiency could be ex-
pressed as

Table 1. Main Characteristics of the Crystals Used in This Work

Name Formula Plane
2d
~nm!

Range
~keV!

Thallium acid
phthalate ~TAP!

C8H5O4Tl 101 2.59 0.521–1.675

Pentaerythritol
~PET!

C5H12O4 002 0.874 1.675–4.993

Lithium fluoride
~LiF!

LiF 200 0.403 4.993–10.839

Table 2. Experimental Conditions for the Measurement of Car-
bon Spectra

Spectrometer
~and crystal!

Potential
~kV!

Take-off
angle

Average
beam current
~nA!

Acquisition
live time

WDS ~TAP! 15 298 114 3 h, 34 min
WDS ~PET! 15 298 162 6 h, 18 min
WDS ~LiF! 15 298 117 3 h, 14 min
EDS 15 298 0.516 2 h, 50 min
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«WDS
pred ~E ! �

DV~E!

4p
«WDS
' ~E !, ~1!

where «WDS
' denotes the intrinsic efficiency of the counters

and is also the intrinsic efficiency of the entire system.
The factor DV can be estimated considering that the

rays incident on the crystal out of the plane of the Rowland
circle form a lower angle u than those lying in this plane.
Due to the small value of the integrated reflectivity Ri ,
reflection occurs only in a narrow band along the center of
the crystal ~see Fig. 1!. According to Reed ~1993!, for Johans-
son geometry,

DV �
l

r
M2Ri cot u, ~2!

where l is the length of the illuminated region of the crystal
along its bent dimension.

Regarding the efficiency «WDS
' , all the specifications

necessary for its determination ~counter dimensions, win-
dow thicknesses, aluminum coating thickness, gas pressures,
etc.! are usually not available for the analyst. On the other
hand, there is no general information available on the inte-
grated reflectivity of nonperfect crystals. Due to these diffi-
culties, the absolute efficiency «WDS was directly measured.

For this purpose, two spectra for a single-element sam-
ple were measured: one of them with a WDS and the other
one with an EDS, at the same incidence energy and take-off
angle. The number of counts N recorded for each spectrum
in the region free of peaks during the interval Dt can be
written as

NEDS~E ! � ~iDt !EDS f ~Z, Eo , E !DEEDS AR«EDS
' ~E !

DVEDS

4p

~3!

and

NWDS~l! � ~iDt !WDS f ~Z, Eo ,l!
DEWDS

Dl
DlAR«WDS

' ~l!
DV

4p
,

~4!

where i is the beam current, Dt characterizes the measure-
ment time, f is a function to predict the bremsstrahlung
generation per incident electron and energy interval as a
function of the sample atomic number Z, the beam energy
Eo and the photon energy E ~or its wavelength l!, DEEDS is
the channel width of the EDS, A is the absorption correc-
tion, R takes into account the intensity losses due to back-
scattered electrons, « '~E ! is the intrinsic efficiency of the
detection system, DVEDS is the solid angle subtended by
the Si~Li! detector, DV is the solid angle subtended from the
source to the crystal reflecting area, as defined above,
DEWDS � E~l! � E~l � Dl! is the energy interval corre-
sponding to the channel width Dl of the WDS. The param-
eter Dt indicates the acquisition live time in the case of EDS
and the acquisition time for each channel for the WDS.

To perform a comparison between both spectra, the
WDS spectra were processed transforming their channels
from wavelength to energy, and then counts were grouped
so that each new channel represents an interval of 10 eV,
equal to the channel width DEEDS of the energy dispersive
system. The expression for the number of counts obtained
with WDS may be written from equation ~4! as follows:

NWDS
grouped ~E ! � ngrouped ~E !~iDt !WDS f ~Z, Eo , E !

�
E 2

hc
DlAR«WDS

' ~E !
DV

4p
, ~5!

where ngrouped~E ! is the number of channels grouped around
the energy E. The relationship between wavelength and
energy ~E � hc/l! was used to calculate DEWDS/Dl, where h
is Planck’s constant and c is the velocity of light in vacuum.
The number of grouped channels depends on the energy in
the following way:

ngrouped ~E ! � hc
DEEDS

Dl

1

E 2
. ~6!

In Figure 2, spectra of a carbon sample measured with
the three crystals are shown, as well as the corresponding
spectra obtained by the channel processing aforementioned.
Figure 3 shows an EDS spectrum of the same sample.

The product f{A{R, which would require a theoretical
expression, does not depend on the spectrometer because
the take-off angle involved is the same for both detection
systems ~see Table 2!; thus, it is cancelled out when perform-
ing the ratio between the processed WDS spectrum and the
EDS spectrum. Then, from equations ~3!, ~5!, and ~6!, a

Figure 1. Incidence out of the Rowland plane in Johansson geom-
etry. The Bragg angle for ray 2 is slightly smaller than the angle u
corresponding to ray 1. The grey band lying along the center of the
crystal indicates the area from which total reflection occurs.
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good estimation for the absolute efficiency of the wave-
length dispersive system can be obtained:

«WDS~E ! �
NWDS

grouped ~E !~iDt !EDS

NEDS~E !~iDt !WDS

DVEDS

4p
«EDS
' ~E ! . ~7!

It is interesting to note that the number of counts involved
in equation ~7! correspond to bremsstrahlung; an alterna-
tive possibility would have been to compare peak counts
obtained with both spectrometers. This strategy is less con-
venient because it would be necessary either to process
spectra with a great number of peaks, with the problems

inherent to peak deconvolution, or to work with several
spectra. On the other hand, a detailed description of the
peak shape produced by both spectrometers would be re-
quired, which complicates the method introducing more
uncertainties.

RESULTS

As mentioned in the previous section, the method to deter-
mine the WDS efficiency was applied using a carbon sample
because it does not present characteristic peaks above 0.3 keV.
Nevertheless, small amounts of impurities and spurious
radiation produced some additional peaks, which were sub-
tracted. The intervals where these peaks are appreciable are
shown with grey bars in Figures 2b and 3. As can be seen,
some of the peaks present in WDS spectra, even after
channel grouping, are not appreciable in the EDS spectrum.
Low statistics of original WDS spectra, in spite of measur-
ing during several hours ~see Table 2!, is due to the poor
emission of carbon. This problem is solved when channels
are grouped simulating the EDS spectrum.

As can be inferred from equation ~7!, to determine the
efficiency of the wave dispersive system by means of the
present method, it is necessary to know the EDS efficiency.
To determine «EDS

' , it must be borne in mind that to
actually count a photon, it must arrive to the detector active
region passing through several layers: the window ~which
keeps the system at vacuum!, the metallic ohmic contact,
and the so-called dead layer ~DL!, where detection is not
possible. Taking into account the different layers of the
detector, the intrinsic efficiency «O.A.

' of the detector open

Figure 2. WDS spectra normalized by the beam current and the
acquisition time from a carbon sample measured with three differ-
ent crystals: TAP, PET, and LiF. ~a! Raw spectra and ~b! number of
counts grouped according to the EDS channel width—see equa-
tions ~5! and ~6!. The grey bars indicate the peak regions that were
subtracted from spectra, corresponding to C-K and O-K, Si-K,
S-K, Cl-K, K-K, Cr-Ka, Fe-Ka, Fe-Kb, and Ni-Ka in order of
increasing energy.

Figure 3. EDS spectrum normalized by the beam current and the
acquisition time from a carbon sample. The grey bars indicate
peak regions, which were subtracted from the spectrum, corre-
sponding to C-K and O-K, Si-K, S-K, Cl-K, K-K, Cr-Ka, Fe-Ka,
Fe-Kb, and Ni-Ka in order of increasing energy.
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area, i.e., the detector region not hidden behind the silicon
supporting grid is given by

«O.A.
' � e�~mrx!wine�~mrx!Ale�~mrx!DL ~1 � e�~mrx!det !, ~8!

where ~mrx!i is the product of the mass absorption coeffi-
cient, the density, and the thickness of the ith detector layer.
The first factor in the right-hand member of equation ~8! is
related to the attenuation of the incident photons in the
polymer window, the second one accounts for the photon
losses in the aluminum ohmic contact, the third one takes
into account the absorption in the dead layer, and the last
one is the probability that a photon be absorbed in the
detector active region.

Considering also the silicon grid that acts as a support-
ing structure of the detector window ~see the Experimental
section!, the following expression is obtained for the intrin-
sic EDS efficiency:

«EDS
' � 0.77«O.A.

' � 0.23«O.A.
' e�mSirSi xGrid, ~9!

where xGrid is the supporting grid thickness, and mSi and rSi

are the mass absorption coefficient and density of the grid
material ~silicon in this case!, respectively. The first term of
equation ~9! takes into account the arrival of photons to the
detector open area, which represents 77% of the total detec-
tor area, whereas the second one accounts for the fraction
that previously passed through the grid.

Mass absorption coefficients used for the determina-
tion of «EDS

' were calculated by means of the program
FFAST performed by Chantler et al. ~2005!. In the energy
range studied, the EDS intrinsic efficiency varies between
0.56 ~for 0.77 keV! and 0.79 ~for 10.83 keV!. Figure 4 shows
this efficiency for the Si~Li! detector used, calculated accord-
ing to equation ~9! ~solid line!. It is important to take
properly into account the effect produced on the efficiency
curve by the silicon support structure. As can be seen from
Figure 4, this effect is particularly noticeable at high ener-
gies. For low energy photons the efficiency can be well
approximated by the dotted line, which represents the effi-
ciency that is obtained by excluding the area of the support-
ing grid, i.e., for a hypothetical detector with an effective
area of 77% of the total area.

For higher energy photons, the curve tends to the one
obtained when considering all the detector area as effective
for detection, i.e., ignoring the supporting structure. This
trend is expected because these photons have a higher
probability of traversing the grid and, thus, of arriving to
the active region. The inset in Figure 4 shows the energy
range of interest for the present work along with the influ-
ence of the uncertainties of mass absorption coefficients
and characteristic detector thicknesses. To this end, error
propagation was performed on equations ~8! and ~9! assum-
ing errors of 20 and 25% in the mass absorption coefficients

and in the characteristic thicknesses, respectively. The larg-
est relative errors occur in a very restricted range at low
energies: 7.9% at 0.77 keV, whereas they reach its minimum
value of 0.06% around 7 keV.

Finally, from equation ~7! and using the expression
derived for «EDS

' according to equations ~8! and ~9!, values
for the efficiency «WDS were obtained as a function of
photon energy. The corresponding results can be seen in
Figure 5. The error bars ~not visible for TAP! were calcu-
lated by neglecting the uncertainties in the EDS efficiency,
i.e., just propagating the errors of the registered counts NEDS

and NWDS
grouped.

Figure 4. Intrinsic efficiency of the energy dispersive system ~solid
line! along with the approximate trends for low energies ~i.e.,
excluding the area of the silicon supporting grid ~dotted line!! and
for high energies ~i.e., ignoring the effect of the silicon structure
~dashed line!!. Inset: the influence of the uncertainties in mass
absorption coefficients and characteristic detector thicknesses are
displayed with thin solid lines.

Figure 5. Absolute WDS efficiency for the three crystals studied—
TAP, PET, and LiF—obtained from equation ~7!.
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Discontinuities can be observed at the energies corre-
sponding to the range limits of each crystal. These efficiency
gaps are due to two reasons: on the one hand, to the change
of reflectivity for different crystals and, on the other hand,
to the variation of the diffraction angle u, because for a
given energy E, a change of crystal implies a variation of the
interplanar distance d, and hence of the Bragg angle. Per-
forming the ratio of the experimental grouped counts ob-
tained with two crystals i and j at the transition energy,
from equation ~5!, and assuming that the estimation given
by equation ~2! is adequate, the relative integrated reflectiv-
ity can be obtained:

Ni

Nj

�
DVi

DVj

�
MRi

i cot ui

MRi
j cot uj

� � Ri
i

Ri
j�0.5� 4di

2 E 2 � 12.3982

4dj
2 E 2 � 12.3982�0.25

from where the values of relative reflectivity can be derived:

Ri
TAP

Ri
PET

� 17.5 and
Ri

PET

Ri
LiF

� 3.5.

The information available for integrated reflectivity of non-
perfect crystals is very scarce; then it is very important to
rely on experimental values, even of relative reflectivity.

As can be seen in Figure 5, the values obtained for «WDS

present a smooth trend for each crystal. For this reason,
second-order polynomials were fitted to obtain simple ana-
lytical expressions to describe the WDS efficiency:

«WDS � a0 � a1 E � a2 E 2. ~10!

If the photon energy is expressed in kiloelectron-volts, the
constants take the values shown in Table 3. The large
dispersion of data for crystal LiF is due to the low emission
of carbon combined with the small number of grouped
channels ngrouped , which decrease as E2 ~see equation ~6!!.
This dispersion produces important uncertainties in the
fitting coefficients.

DISCUSSION

The method developed in this work involves two sources of
error: uncertainties in the measured spectra ~also present in

any of the methods mentioned in the Introduction! as well
as in the determination of the EDS efficiency. For the first
source, errors can be estimated from counting statistics,
while in the second one, the main difficulty is to know all
the characteristic detector thicknesses and the correspond-
ing mass absorption coefficients with accuracy. The influ-
ence of these parameters was investigated as shown in
Figure 4 and explained in the previous section. The overall
uncertainty may be inferred from the errors in the fitting
parameters given in Table 3. Figure 6 shows the fitting of the
efficiency curves for the three crystals studied, along with
the error bands obtained by propagating the uncertainty of
the corresponding coefficients.

The values obtained by using the method proposed by
Smith and Reed ~1981! are also shown in Figure 6 for
comparison. According to this model, ratios between mea-
sured and calculated number of counts are used to estimate
the absolute efficiency except for a scale factor. Bremsstrah-
lung generation was predicted by means of the model given
by Smith and Gold ~1979!; that is to say, the one suggested
in the original paper by Smith and Reed ~1981!, whereas
the absorption correction was performed by using the
model based on the ionization depth distribution function
given by Packwood and Brown ~1981! with coefficients
modified by Riveros et al. ~1992!. Although the energy
dependence of the bremsstrahlung cross section is different
from that corresponding to ionization, the differences are
partially masked because of electron straggling in the target.
Therefore, it is a reasonable assumption to consider the
depth distribution of continuum X-ray production to be
similar to that of characteristic radiation. The same effect of
straggling blurs the bremsstrahlung emission anisotropy.
The backscattering correction was performed according to
Statham ~1979!.

The main disadvantage of calculating efficiency with
this model is that an accurate expression for bremsstrah-
lung emission is required, which is a problem due to the
important discrepancies reported among the different mod-
els proposed and experimental values. These discrepancies
are more severe in the low energy region, where the contin-
uous spectrum presents a maximum. Moreover, the absorp-
tion correction is very important in this region ~becoming a
factor 0.26 at the lowest energy E � 0.77 keV!, and any
uncertainty in the model used or in mass absorption coeffi-
cients strongly influences the predicted efficiency. The dis-
crepancies between experimental data and bremsstrahlung
predictions can exceed 25% for the most successful models
as was observed by Castellano et al. ~2004!.

The comparisons shown in Figure 6 were performed by
multiplying the curves obtained by means of the prediction
given by Smith and Reed ~1981! by scale factors, so that they
coincide with the experimental data at the middle of the
energy range of each crystal. It can be seen that the resulting
function approximates the experimental values quite ade-
quately for PET and LiF crystals, while for TAP crystal, the
discrepancies may be larger than 20%.

Table 3. Fitting Constants for the Absolute WDS Efficiency

Crystal a0 ~�10�4! a1 ~�10�4! a2 ~�10�4!

TAP �286 2 596 3 �146 1
PET 1.46 0.7 �1.86 0.4 1.746 0.06
LiF 36 3 �2.16 0.8 0.776 0.05
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In order to evidence these discrepancies, a hematite
spectrum measured with the TAP crystal is shown in Fig-
ure 7. The parameter x2 was introduced as a measure of the
goodness of fit:

x2 �
1

N � P (i
~ DIi � Ii !

2

Ii

,

where N is the number of channels in the spectrum, P is
the number of parameters fitted ~in this case three param-
eters were fitted, one corresponding to the bremsstrahlung
scale factor and the other two being LI and K peak scale
factors, necessary to describe the iron Lb3,4 and aluminum
K lines, the last one caused by an impurity!, and DIi and
Ii are the predicted and experimental X-ray intensities,
respectively, for the energy Ei of the channel i . The expres-
sion for bremsstrahlung given by Castellano et al. ~2004!,
the model for backscattering correction proposed by
Statham ~1979!, and the expressions for peak genera-
tion and absorption developed by Riveros et al. ~1992!
were used to predict the spectrum. The generation of
the whole spectrum was achieved by means of the optimi-
zation method implemented in the program POEMA
~Bonetto et al., 2001!, which involves all the mentioned
expressions along with the required instrumental and atomic
parameters.

The values obtained for x2 were 1.17 and 1.27 with the
model for the efficiency given by equation ~10! and that
obtained with the method given by Smith and Reed ~1981!,
respectively. The greater value of x2 obtained with the latter
is caused by the fitting overestimation at high energies and
an underestimation occurring at low energies. The compar-
ison was performed only with Smith and Reed’s model,
since the other methods published involve the prediction of
characteristic peaks, which introduce greater uncertainties,

Figure 6. Fitting of the absolute efficiency curves for ~a! TAP,
~b! PET, and ~c! LiF crystals. Values obtained in this work
~dots!, polynomial fit ~thick solid line!, fitting error band ~dotted
lines!, and results obtained by using the model given by Smith and
Reed ~1981! ~thin solid line!.

Figure 7. Hematite spectrum measured with the TAP crystal. Ex-
perimental values ~grey solid line!, values obtained with the effi-
ciency model developed in this work ~black solid line!, and results
obtained by using the model of efficiency given by Smith and Reed
~1981! ~dashed line!. The peaks that appear in the spectrum
correspond to Fe-Lb3,4, Al-Ka, and Al-Kb, in order of increasing
energy. The aluminum peaks are due to an impurity.
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or the use of a Monte Carlo simulation code, not always
available.

It must be emphasized that the good performance shown
by the method proposed for the determination of the WDS
efficiency may be used to elaborate a strategy of standardless
analysis. For instance, the method of parameter optimiza-
tion implemented in the POEMA routine ~Bonetto et al.,
2001! could be furnished with the WDS efficiency data pro-
vided by the present work with the aim to perform standard-
less quantification. That method consists of minimizing the
differences between an experimental X-ray spectrum and a
function proposed to account for the bremsstrahlung and
characteristic peaks from the corresponding sample, as well
as for detection artifacts. This complicated function involves
several parameters related to different sources ~X-ray produc-
tion, X-ray attenuation, sample composition, X-ray detec-
tion, etc.!. Initial values must be supplied for them, and after
a numerical iterative procedure is performed, improved val-
ues are achieved. Depending on the particular situation, cer-
tain parameters may be known a priori, so that they can be
fixed, allowing the others to vary. When the parameters to
optimize are the mass concentrations, the routine becomes a
standardless quantification tool, provided that the detector
efficiency and certain atomic parameters are well known.

On the other hand, this routine also allows the determi-
nation of instrumental characteristics ~Visñovezky et al.,
2007! and relative transition probabilities ~Castellano et al.,
2002; Trincavelli et al., 2002; Carreras et al., 2005!. The
knowledge of wavelength dispersive efficiency will enable to
improve some of the previous results and to obtain other
ones such as natural linewidths and relative transition prob-
abilities of overlapped spectral lines due to the better reso-
lution of WDSs.

CONCLUSIONS

A method for the experimental determination of the abso-
lute detection efficiency of a wavelength dispersive system
was developed. This parameter is necessary to carry out
standardless quantification routines, as well as for the deter-
mination of atomic parameters from spectral analysis. The
present method is based on performing the ratio of spectra
measured with the WDS studied and with an EDS, cor-
rected by an estimation of the absolute efficiency of the
latter. The uncertainties introduced by this estimation are
small compared to those involved in any model used to
describe characteristic and continuous emission. Therefore,
the present method leads to more precise results than the
previous proposed ones, which require spectral descriptions.

Simple analytical functions were obtained for the effi-
ciency curves for energies between 0.77 and 10.83 keV for
the three crystals used: TAP, PET, and LiF. Even when these
expressions correspond to the spectrometer used in this
particular case, the method is of general applicability and

could be extended to other spectrometers, either for elec-
tron probe microanalysis or X-ray fluorescence, provided
that both EDS and WDS are available.

Results obtained with the present strategy were com-
pared to the method developed by Smith and Reed ~1981!.
It could be observed that the latter works properly for
intermediate and high energies. Nevertheless, it presents
great discrepancies with the values obtained with the exper-
imental method proposed here, in the TAP energy region.
These differences are mainly due to the great uncertainties
in the prediction of bremsstrahlung emission at low ener-
gies, which are avoided in the present method.
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